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DISCLAIMER

This report documents version 2.0 of UNSATCHEM, a software package for simulating
one-dimensional water flow, heat transport, carbon dioxide transport and solute transport with
major ion equilibrium and kinetic chemistry in variably saturated media. UNSATCHEM is a
public domain code, and as such may be used and copied freely. The code has been verified
against a number of test cases. However, no warranty is given that the program is completely
error-free. If you do encounter problems with the code, find errors, or have suggestions for

improvement, please contact one of the authors at

U. S. Sdinity Laboratory
USDA, ARS

450 West Big Springs Road
Riverside, CA 92507

Tel. 909-369-4865 (J. Simtinek)

Tel. 909-369-4816 (D. L. Suarez)

Fax. 909-342-4964

E-mail: jsimunek@ussl.ars.usda.gov
dsuarez(@ussl.ars.usda.gov
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ABSTRACT

Simtinek, J, D. L. Suarez, and M. Sejna. 1996. The UNSATCHEM Software Package for
Simulating One-Dimensional Variably Saturated Water Flow, Heat Transport, Carbon Dioxide
Production and Transport, and Solute Transport with Maor lon Equilibrium and Kinetic
Chemistry, Version 2.0. Research Report No. 141, U. S. Salinity Laboratory, USDA, ARS,

Riverside, Cdlifornia

This report documents version 2.0 of UNSATCHEM, a software package for simulating
water, heat, carbon dioxide and solute movement in one-dimensional variably saturated media.
The software consists of the UNSCHEM (version 2.0) computer program, and the UNSATCH
interactive graphics-based user interface. The UNSCHEM program numerically solves the
Richards equation for variably-saturated water flow and convection-dispersion type equations for
heat, carbon dioxide and solute transport. The flow equation incorporates a sink term to account
for water uptake by plant roots. The heat transport equation considers transport due to
conduction and convection with flowing water. Diffusion in both liquid and gas phases and
convection in the liquid phase are considered as CO, transport mechanisms. The CO, production
model is described. The major variables of the chemical system are Ca, Mg, Na, K, SO,, Cl,
NO,, H,SiO,, akalinity, and CO,. The model accounts for equilibrium chemical reactions
between these components such as complexation, cation exchange and precipitation-dissolution.
For the precipitation-dissolution of calcite and dissolution of dolomite, either equilibrium or
multicomponent kinetic expressions are used which include both forward and back reactions.
Other dissolution-precipitation reactions considered include gypsum. hydromagnesite,
nesquehonite, and sepiolite. Since the ionic strength of soil solutions can vary considerably with
time and space and often reach high values, both modified Debye-Hiickel and Pitzer expressions
were incorporated into the model as options to calculate single ion activities.

The program may be used to analyze water and solute movement in unsaturated, partially
saturated, or fully saturated porous media. The flow region may be composed of nonuniform
soils. Flow and transport can occur in the vertical. horizontal, or a generally inclined. direction.

The water flow part of the model can deal with prescribed head and tlux boundaries. boundaries
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controlled by atmospheric conditions, as well as free drainage boundary conditions. The
governing flow and transport equations are solved numerically using finite differences and
Galerkin-type linear finite element schemes, respectively.

This report serves as both a user manual and reference document. Detailed instructions
are given for data input preparation. A graphics-based user interface, UNSATCH, for data
preparation and graphical output display in the MS Windows environment is described in the
second part of the manual.
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€° relative error in the solute mass balance [%]

€ relative error in the water mass balance [%%]

6,0, volumetric air and water content, respectively [L’L"]

6,0, volumetric fractions of solid phase and organic matter, respectively [L°L]

6,06, residual and saturated volumetric water content, respectively [L°L7)

6, 0, parameter of the retention curve [L°L"]

6, parameter of the hydraulic conductivity function [L’L7]

A coefficient of the apparent thermal conductivity of the soil [MLT K] (e.g. W

m-lK-l)

A dispersivity in the water phase [L]

No thermal conductivity of the soil [MLT’K"'] (eg. W m'K™")
&

local coordinate [-]

(P tortuosity factors in gas and liquid phase, respectively [LL"]
¢ linear basis function [-]

¢ osmotic coefficient [-]

?," upstream weighted basis functions [-]

At time increment [T]

Al minimum permitted time increment [T]

Al maximum permitted time increment [T]
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GENERAL INTRODUCTION AND OVERVIEW OF UNSATCHEM

Modelling the transport and chemical reactions of major solute species in and below the
rootzone plays a critical role for proper irrigation, fertilization and surface and ground water
management. Realistic modeling of the rootzone chemistry requires consideration of water flow,
heat transport, plant water uptake, as well as prediction of the dynamic changes in CO,
concentration with time and space. It must also account for solute movement and the chemical
processes for the solutes of interest. Soil temperature, which can change annually from about - 10
up to +50 °C, significantly affects the thermodynamic equilibrium constants and reaction rates and
therefore influences even the selection of the method for prediction of the soil solution chemistry
- from equilibrium models to models based on kinetic expressions. In addition, CO,
concentrations can change several orders of magnitude from values which are at equilibrium with
the CO, content in the atmosphere (0.035%) up to extreme values of about 20%. The solubility
of many solid phases such as carbonates and oxihydroxides significantly changes within this range
in CO,, primarily because changes in soil CO, produce changes in soil pH for all but acid soils.

The processes of evaporation and plant transpiration also exert a mgjor influence on the
solution composition and water and solute distribution in near surface environments. These
processes concentrate the salts by decreasing the amount of water in the soil, and when combined
with irrigation in arid regions, saline conditions can result. lon activities for such chemical
conditions should be calculated with expressions suitable for use in brines rather than the standard
formulations for dilute solutions. The interaction of evapotranspiration, changing soil gas
composition, ion exchange and soil-water reactions requires consideration of the possibility to
precipitate or dissolve various minerals. Major ions (consisting mainly of Ca’, Mg*, Na, K,
CI, SO,>,HCO,, CO,*, and NO,) may accumulate in certain parts of the soil profile in such
amounts that crop yield can be seriously reduced. Therefore any model attempting to successfully
predict the solution chemistry of the major ions in the unsaturated zone should address al these
processes and variables.

Traditionally the hydrological models for water flow and solute transport and the chemical
models considering solution chemistry were developed separately. The solute transport models

mostly considered only one solute and simplified chemical processes. The complex processes of



adsorption and cation exchange were usually accounted for by linear [Huyakornet al., 1991] or
nonlinear Freundlich isotherms [Yeh and Huff, 1985; Simiinek and van Genuchten,1993], where
all reactions between solid and liquid phases were lumped into the distribution coefficient K, [Liu
and Narasimhan, 1989a] and possibly into the nonlinear exponent. Other processes such as
precipitation, biodegradation, volatilization or radioactive decay were simulated by simple first-
or zero-order rate constants. Severa models were developed which simulate severa solutes
involved in sequential first-order decay reactions [Gureghian, 198 1; Wagenet and Hutson, 1987,
Simiinek and van Genuchten, 1993].

Only in the last decade has there been significant effort to couple hydrological models for
water flow and solute transport with chemical equilibrium models. Recent reviews on the
development of the hydrogeochemical transport models of reactive multichemical components
were given by Abriola [ 1987], Kirkner and Reeves [ 1988}, Yeh and Tripathi [ 1989], Rubin[1990]
and Mangold and Chin-Fu Tsang [ 1991]. Kirkner and Reeves [ 1988] presented an analysis of
several methods for approximate solution of multicomponent transport with homogeneous and
heterogeneous chemical reactions and discussed how the nature of the chemistry may affect the
choice of the numerical formulation and solution algorithm. Yeh and Tripathi [ 1989] provided
a critical review of many computational methods that have been presented in the hydrologic
literature for solving multicomponent, equilibrium-controlled transport.

Most of the research has been, and still is, concentrated on the saturated zone where
changes in water velocity, temperature and pH are relatively gradual and thus are less important
than in the unsaturated zone. Therefore most of the developed models were based on one-
dimensional steady-state saturated water flow with fixed water velocity, temperature and pH
[ Valocchi et al., 198 1; Jennings et al., 1982; Walsh et al, 1984; Cederberg et al., 1985; Kirkner
et al., 1985; Forster, 1986; Bryant et al., 1986; Forster and Gerke, 1988; Kirkner and Reeves,
1988; among others]. Only recently several models were published that can be applied to
problems that include multicomponent solute transport in variably saturated water flow [Liu and
Narasimhan, 1989a; Yeh and Tripathi; 1991; Siminck and Suarez,1994]. For example.
Narasimhan et al. [ 1986] and Liu and Narasimhan {1989a] developed the model DY NAMIX that

was coupled with an integral finite difference program for fluid flow in variably saturated porous



media. Yeh and Tripathi [ 1991] presented the development and demonstration of a two-
dimensional finite element hydrogeochemical transport model, HY DROGEOCHEM, for
simulating transport of reactive multispecies chemicals.

Modeling of major ion chemistry in the soil profile requires the coupling of a chemical
model to atransient variably saturated water flow model which allows the simulation of processes
such as root water uptake. Robbins et al. [ 1980a,b] developed chemical precipitation-dissolution
and cation exchange subroutines using equilibrium chemistry and coupled them with a one-
dimensional water movement-salt transport-plant growth model. They tested their model by
comparing its results with experimental data obtained from a lysimeter study. Further evaluation
of their model was done by Dudley et al. [ 198 1] for field conditions under cropped and
uncropped conditions. They reported that the model gave adequate simulation of salinity but not
individual ion concentrations. Russo [1986] combined the salinity model of Robbins et al.
[1980a] with the transport model of Bresler [1973] to theoretically investigate the leaching of
gypsiferous-sodic soil under different soil conditions and water qualities. Robbins’ equilibrium
chemistry model was aso the basis for the numerical code LEACHM of Wagenet and Hutson
[1987]. One simplification in these modelsis that they call the equilibrium chemistry model only
once at each time step without iterating between transport and chemical modules. In many cases
this simplification produces noticeable numerica error, as was shown by Yeh and Tripathi [ 199 1].
The second simplification is that these models consider only equilibrium reactions, while
published data in natural systems have indicated that kinetic reactions often control solution
composition. For example, studies of major ion compositions in and below the rootzone of
calcareous arid zone soils have indicated that calcite equilibrium is not a reasonable assumption
for predicting water composition [Suarez, 1977b; Suarez and Rhoades, 1982] and that a kinetic
expression yields values closer to the field measurements [Suarez, 1985]. Existing models also
assume either a fixed pH or a fixed CO,, which are gquestionable assumptions for soils, which
usually exhibit fluctuation of both of these variables [Suarez and Simiinek,1997]. T h e
UNSATCHEM model also differs from other water flow - solute transport models in that it
considers the effects of chemical composition on hydraulic conductivity [Suarez and Simiinek,1997).

The main purpose of this report is to document the UNSATCHEM software package for



simulating one-dimensional variably-saturated water flow, heat movement, carbon dioxide
production and transport, and the multicomponent transport of major ions. UNSATCHEM
consists of the UNSCHEM (version 2.0) computer program, and the UNSATCH (version 1.0)
interactive graphics-based user interface. UNSCHEM numerically solves the Richards equation
for saturated-unsaturated water flow and convection-dispersion type equations for carbon dioxide,
heat and solute transport. The water flow equation incorporates a sink term to account for water
uptake by plant roots. The heat transport equation considers movement by conduction as well
as convection with flowing water. The diffusion in both liquid and gas phases and convection
in the liquid phase are considered as CO, transport mechanisms. CO, production model is
described. The major variables of the chemica system are Ca, Mg, Na, K, SO,, Cl, NO,, H,SiO,,
alkalinity, and CO,. The model accounts for equilibrium chemica reactions between these
components such as complexation, cation exchange and precipitation-dissolution.  For the
precipitation-dissolution of calcite and dissolution of dolomite, either equilibrium or
multicomponent kinetic expressions are used which include both forward and back reactions.
Other dissolution-precipitation reactions considered include gypsum, hydromagnesite,
nesguehonite, and sepiolite. Since the ionic strength of soil solutions can vary considerably with
time and space and often reach high values, both modified Debye-Hiickel and Pitzer expressions
were incorporated into the model to calculate single ion activities.

The UNSATCHEM package may be used to analyze water and solute movement in
unsaturated, partially saturated, or fully saturated porous media. The flow region itself may be
composed of nonuniform soils. Flow and transport can occur in the vertical, horizontal, or in a
generally inclined direction. The water flow part of the model considers prescribed head and flux
boundaries, as well as boundaries controlled by atmospheric conditions or free drainage. First
and third-type boundary conditions can be implemented in both the solute and heat transport parts
of the model.

The governing flow and transport equations are solved numerically using standard
Galerkin-type linear finite element schemes, or modification thereof. The program is a modified
one-dimensional version of the UNSATCHEM-2D code simulating water, CO,, heat and
multicomponent solute movement in two-dimensional variably saturated media [Simiinck and

Suarez,1993b,1994], and an extension of the one-dimensional variably saturated flow and solute
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transport code HYDRUS-1D of Simiinek et al. [1997], and carbon dioxide transport code
SOILCO02 [Simimek and Suarez, 1993c], which in turn were based in part on the variably
saturated flow codes SWMS_1D and SWMI of Siniinek [ 199 1]and Vogel [ 1990], respectively.
Several sections in this report were adopted from the HYDRUS-1D [Simuinek et al., 1997] and
SOILCO2 [Simiinek and Suarez, 1993¢c] manuals. The source code was developed and tested
on a P.5 using the Microsoft’s Fortran PowerStation compiler. Severa extensions of the MS
Fortran beyond the ANS| standard were used to enable communication with graphic based user-
friendly interface.

One major problem which often prevents the widespread use of otherwise well-
documented numerical computer codes is the extensive work generally required for input data
preparation, finite element grid design, and graphical presentation of the output results. To avoid
or simplify the preparation and management of complex input data files for flow problems, and
to graphicaly display the fina simulation results, we developed the UNSATCH interactive
graphics-based user-friendly interface for the MS Windows 3.1, Windows 95, and Windows NT
environment. The UNSATCH interface is directly connected to UNSCHEM. The software
package is distributed on two 3': inch floppy diskettes containing all necessary tiles needed to
run the interface and the input and output files of four examples discussed in this report.

A genera overview of the UNSATCH graphics-based interface is described in Part B of
this manual. In addition to the detailed descriptions in this section, extensive on-line help files

are available with each module of the user interface.



PART A

The UNSCHEM Code for Simulating the One-Dimensional
Variably Saturated Water Flow, Heat Transport, Carbon
Dioxide Production and Transport, and Multicomponent
Solute Transport with Major lon Equilibrium and Kinetic

Chemistry

Version 2.0

J. Simtnek and D. L. Suarez



1. INTRODUCTION

This part gives a detailed description of the UNSCHEM computer code which
numerically solves the Richards' equation for variably-saturated water flow and convection-
dispersion type equations for carbon dioxide, heat and solute transport. The flow equation
incorporates a sink term to account for water uptake by plant roots. The heat transport equation
considers transport due to conduction and convection with flowing water. The diffusion in both
liquid and gas phases and convection in the liquid phase are considered as CO, transport
mechanisms. CO, production model is described. The mgor variables of the chemical system
are Ca, Mg, Na, K, SO,, Cl, NO,, H,SiO,, akalinity, and CO,. The model accounts for
equilibrium chemical reactions between these components such as complexation, cation exchange
and precipitation-dissolution. For the precipitation-dissolution of calcite and dissolution of
dolomite, either equilibrium or multicomponent kinetic expressions are used which include both
forward and back reactions. Other dissolution-precipitation reactions considered include gypsum,
hydromagnesite, nesguehonite, and sepiolite. The model includes the option to use either an
extended Debye-Hiickel model to calculate individual ion activities or Pitzer expressions (adapted
from Felmy[1990]) for calculation of activities at high ionic strength. The program may be used
to analyze water and solute movement in unsaturated, partially saturated, or fully saturated porous
media. The flow region may be composed of nonuniform soils. Flow and transport can occur
in the one-dimensional either vertical, horizontal, or a generaly inclined direction. The water
flow part of the model can deal with prescribed head and flux boundaries, boundaries controlled
by atmospheric conditions, as well as free drainage boundary conditions. The governing flow
and transport equations are solved numerically using finite differences and Galerkin-type linear
finite element schemes, respectively.

Part B gives a general overview of the UNSATCH graphics-based interface.



2. VARIABLY SATURATED WATER FLOW
2.1. Governing Flow Equation

One-dimensional water movement in a partialy saturated rigid porous medium is
described by a modified form of the Richards equation under the assumptions that the air phase
plays an insignificant role in the liquid flow process and that water flow due to a thermal gradient
can be neglected [Richards, 1952]:

a0
Ko 2 Ok cose)] -8 @.1)
ot oz 0z

where h is the water pressure head [L] (terms expressed within [ ] represent dimensions of the
variable), 6, is the volumetric water content [L’L~], K is the unsaturated hydraulic conductivity
function [LT'],z istime [T], z is the spatial coordinate [L] (positive upward), « is the angle
between the flow direction and the vertical axis (i.e., « = 0° for vertical flow, 90° for horizontal
flow, and 0° <« <90° for inclined flow), and S is the sink/source term [L’L°T"'], which
encompasses water uptake by plant roots. The assumptions and limitations of this prevalent

approach have been discussed in detail by others [e.g. Nielsen et al., 1986].
2.2. Root Water Uptake

The sink term, S, is defined as the volume of water removed from a unit volume of soil
per unit time due to plant water uptake. A detailed review of different expressions for the root
water uptake can be found in Molz[ 1981]. We based the root water uptake model on the
expression first proposed by Feddes et al. [1978], modified to include osmotic stress [van
Genuchten, 1987]

S(hh,) = a(h)a,(h,)S, (2.2)

where S, is the potential water uptake rate [L’L°T'}in the root zone, a,(h,) is the osmotic stress

response function {-], 4, is the osmotic head [L], and where the water stress response function,
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o (h), is a prescribed dimensionless function of the soil water pressure head (0<a<1)[van
Genuchten, 1987]

1

2.3
1+(_h_)” (2.3)

50

a(h) =

where kg, [L] and b[-] are empirical constants. The parameter A5, represents the pressure head
at which the water extraction rate is reduced by 50 %. Note that this formulation of the water
stress response function, o, (#), in contrast to the expression of Feddes et al. [ 1978], does not
consider the transpiration reduction near saturation. The osmotic stress response function, a(4,),
is expressed in a similar way as «,(h) in (2.3), replacing the pressure heads with the osmotic
heads.

The potential water uptake rate in the root zone is expressed as the product of the
potential transpiration rate, 7,[LT™"], and the normalized water uptake distribution function, b(z)
[L™'], which describes the spatial variation of the potential water uptake rate, S,, over the root

Z0ne.

S =b@T, (3.4)

This function describes the spatia variation of the potential extraction term, .S, over the root zone
(Fig. 2.1), and is obtained by normalizing any arbitrarily measured or prescribed root distribution

function, b’'(z), as follows

b'(2)

b(z)= ——~=2
J b'(z)dz (2.5

where L, is the region occupied by the root zone. Normalizing the uptake distribution ensures

that b(z) integrates to unity over the flow domain, i.e.,

j b(z)dz= (2.6)

There are many ways to express the function b(z); constant with depth, linear [Feddes et al.,
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Fig. 2.1. Schematic of the potential water uptake distribution function, b(z),
in the soil root zone.

1978], exponential with a maximum at the soil surface [Rum, 1974]:
b(z)=ae U3 (2.7)

where L is the z-coordinate of the soil surface [L] and « is an empirical constant [L].van

Genuchten [ 1987] suggested the following depth-dependent root distribution function G(z):

b(z)= > L -02L <z<L
3L, ’
b(z) =2 (1-L22y L-L <z<L-02L (28)
2L L ' '
b(z)=0 z<L-L,

where L, is the root depth [L]. The actual transpiration rate, 7', is obtained by integrating the

root water uptake rate over the root zone as follows
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T = JS(h,h 2)dz=T, J o (M) e, (h,)B(z)dz (2.9)

a @2

L=1, L=L,
The root depth, L,, can be either constant or variable during the simulation. For annual
vegetation a growth model is required to simulate the change in rooting depth with time. In this
model we consider the root depth to be the product of the maximum rooting depth, L,, [L], and

the root growth coefficient, f,(t) [-]:
L(ty=L f.(1) (2.10)

To calculate the root growth coefficient, f,(t), we combined the Verhulst-Pearl logistic
growth function with the growth degree day (GDD) or heat unit concept [Gilmore and Rogers,
1958]. The logistic growth function is usually used to describe the biological growth at constant
temperature, whereas the heat unit model is utilized for determining the time between planting
and maturity of the plant. The heat unit model cannot be used directly to predict biomass during
the growth stage since it would predict a linear growth with time at constant temperature. By
combining the heat unit concept with the logistic growth function, we incorporate both time and
temperature dependence on growth.

For the growth degree day function we used a modified version of the relation developed
by Logan and Boyland [1983], who assumed that this function is fully defined by the
temperature, T [K], which can be expressed by a sine function to approximate the behavior of
temperature during the day, and by the three temperature limits, T,, 75, and 75 [K]. When the
actual temperature is below the base value T,, plants register little or no net growth. The plant
growth is at a maximum level at temperature 7,, which remains unchanged for some interval up
to a maximum temperature 73, above which increased temperature has an adverse effect on
growth. From this consideration, we use the following dimensionless growth function [Simiinek

and Suarez, 1993]:
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where T, are the heat units [KT] necessary for the plant to mature and the roots to reach the
maximum rooting depth, ¢,¢,, and ¢, represent time of planting, time at which the maximum
rooting depth is reached and time of harvesting, respectively; and parameter §[-] introduces into
the heat unit concept the reduction in optimal growth due to the water and osmotic stress. The
expression inside the parenthesis of equation (2.11) reaches value T, a time¢,, when roots reach
the maximum rooting depth. The individual integrals in (2.11) are evaluated only when the
particular arguments are positive. The parameter 6[-] is defined as the ratio of the actual to

potential transpiration rates:

5= Lo (2.12)
7])

Biomass or root development during the growth stage can also be expressed by the
Verhulst-Pearl logistic growth function

L
= 0 2.13
j{r(t) L" + (Lm— L’) e"/ ( )

where L, is the initial value of the rooting depth at the beginning of the growth period [L] and
r is the growth rate [T].

Both growth functions (2.11) and (2.13) can be used directly to model root growth.
However, to avoid the drawbacks of both concepts, as discussed above, we combine equations
(2.11) and (2.13) by substituting the growth function calculated from the heat unit concept (2.11)

for the time factor in the logistic growth function (2.13):
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1=t g(1) (2.19)

where ¢, is the time when GDD reaches the required value for the specific plant species (7},,).
This value is not known a priori; only the product ¢, must be known and that can be selected,

for example, so that f.(¢r) equals 0.99 for g(t)=l.

2.3. The Unsaturated Soil Hydraulic Properties

The unsaturated soil hydraulic properties in the UNSCHEM code are described by a set
of closed-form equations resembling those of van Genuchten [ 1980] who used the statistical pore-
size distribution model of Mualem[1976] to obtain a predictive equation for the unsaturated
hydraulic conductivity function. The origina van Genuchten equations were modified to add
extra flexibility in the description of the hydraulic properties near saturation [Sir et al., 1985;
Voge and Cislerova,1988]. The soil water retention, O(h), and hydraulic conductivity, K(h),
functions in UNSCHEM are given by:

o -0
6 + " h<h
o.m=1 " @+lar])” " (219
9, h>h
and
K K (h) h<h,
h-h)K -K
Kby =1 K, + S U STY h,<h<h (2.16)
h,\' - hk l
K, h>h
{ : :

respectively, where
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P i I i (2.17)
' Kv Suk F(B,) - F(ek)
o -0 "™ (2.18)
Fo) =|1—|_>»_r
W 6 _ 0
m P
m=1-1n , n>l (219
S = 6,6, (2.20)
<9 -0
S, = 6,79, (2.21)
6 -0

in which 6, and 6, denote the residual and saturated water contents [L’L"], respectively, and X,
is the saturated hydraulic conductivity [LT']. To increase the flexibility of the analytical
expressions, and to allow for a non-zero air-entry value, A, [L], the parameters 6, and 6, in the
retention function were replaced by the fictitious (extrapolated) parameters 6,<6, and 6,6, as
shown in Fig. 2.2. This approach maintains the physical meaning of 4, and #, as measurable
guantities. Equation (2.17) assumes that the predicted hydraulic conductivity function is matched
to a measured value of the hydraulic conductivity, K,=K(6,), at some water content, 6,, less than
or equal to the saturated water content, i.e., 6,<6, and K,<K,[Vogel and Cislerovad, 1988; Luckner
et al., 1989].

Inspection of (2.15) through (2.21) shows that the hydraulic characteristics contain 9
unknown parameters: 6,, 6,, 6, , 0,, o, n, K, K;, and 6,. When 6,=0,,0,=6,=0, and K,= K,

the soil hydraulic functions reduce to the origina expressions of van Genuchten[1980]:
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Fig. 2.2. Schematics of the soil water retention (a) and hydraulic conductivity (b) functions
as given by equations (2. 15) and (2.16), respectively.

0 9.0 h<0
+ 1
0,(h) = [T+ o] )" (2.22)
0, h>0
K K (h) h<()
K = (2.23)
K " h=0
where
K = SL,W[I (1 - Scl/m)"l]z (2.24)

Accumulation of monovalent cations, such as sodium and potassium, may lead to clay
dispersion, swelling, flocculation and overall poor soil physicomechanical propertics. These
processes have an adverse effect on the water transmission proper-tics including hydraulic

conductivity, infiltration rates and soil retention as the results of swelling and clay dispersion.
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These negative effects are usually explained based on the diffuse double layer theory. A
consequence of the more diffuse double layer in the presence of monovalent ions as compared
to divalent ions is the greater repulsion force or swelling pressure between neighbouring clay
platelets. These negative effects become more pronounced with decreasing salt concentration and
valence of the adsorbed ions [Shainberg and Levy, 1992}. In addition, Suarez et al. [ 1984]
determined that elevated levels of pH aso had an adverse effect on the saturated hydraulic
conductivity in experiments in which the pH effects were compared at the same exchangeable Na
and salinity levels.

The effect of solution chemistry on the hydraulic conductivity is implemented in
UNSCHEM as follows

K(h,pH,SAR,C)) = r(pH,SAR,C,) K(h) (2.29)

where SAR is the sodium adsorption ratio, C, is the total salt concentration of the ambient
solution in mmol £, and r is a scaling factor which represents the effect of the solution
composition on the final hydraulic conductivity [-], and which isrelated to pH, SAR and sdlinity.
The hydraulic conductivity without the scaling factor r can be assumed to be the optimal value
under favorable chemical conditions with optimal pH, SAR and salinity. Although the magnitude
of these effects appears to be soil specific this process is too important to ignore. We include
reduction functions calculated for some illitic soils of California based on the experimental work

of McNeal[1968] and Suarez et al. [ 198 1]. We divided the overall scaling factor r into two parts

r(pH,SAR,C,) =7 (SAR,C,) r,(pH) (2.26)

where the first part, r,[-], reflects the effect of the exchangeable sodium percentage and dilution
of the solution on hydraulic conductivity, while the second part, r,[-], represents the effect of
the soil solution pH. The first term is based on a simple clay-swelling model, which treats
mixed-ions clays as simple mixture of homoionic sodium and calcium clay. The clay swelling
is then related to decreases in soil hydraulic conductivity [McNeal,1974]. The r, term was
defined by McNeal[1968] as

(2.27)




where ¢ and n are empirical parameters, and x is a swelling factor. The interlayer swelling of

soil montmorillonite, x, is defined in the following way
X=f,.3.6:10 ESP* d* (2.28)

where f,

mont

isaweight fraction of montmorillonite in the soil, d" is adjusted interlayer spacing [L]
and ESP” is adjusted exchangeable sodium percentage. For most soils, we can use the assumption
that foom = 0.1 [McNeal,1968]. Adjusted exchangeable sodium percentage is calculated as

ESP* =max[O,ESP - (1.24 +11.63 logC, )] (2.29)

where C, is total salt concentration of the ambient solution in mmol ¢ and ESP is defined as

ESP - N2 100 (2.30)
CEC

where CEC is a soil cation exchange capacity (mmolkg™") and Na is exchangeable sodium
concentration (mmol kg™). The adjusted interlayer spacing, d’, is given as follows

d* =0 for C,> 300 mmol_ ¢’
(231)

d*=356.4C," +1.2 for C,< 300 mmol_¢"'

McNeal [ 1968] reported that the values of the empirical factor » in equation (2.27) depend

primarily on the soil ESP and that as a first approximation acceptable n values are

n=|I for ESP <25
n=2 for 25<ESP<50 (2.32)
n=3 for ESP> 50

Only the values of empirical factor ¢ vary from one soil to the next. In UNSCHEM we use
values reported by McNeal [1968]

c=35 for ESP <25
c=932 for 25<ESP<50 (2.33)
¢ = 25000 for ESP> 50
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The reduction factor, r,, for the effect of pH on hydraulic conductivity was calculated
from the experimental data of Suarez et al. [1984] after first correcting for the adverse effects

of low salinity and high exchangeable sodium using the r, values.

r,=1 for pH< 6.83
r,=3.46 -0.36pH for 6.83 <pH<9.3 (2.34)
2

r,=0.1 for pH> 9.3

Note, that although the models for the reduction of the soil hydraulic conductivity due to
effects of solution composition were derived from the data on the saturated hydraulic
conductivity, we use the same reduction factors for the entire range of the pressure heads. The
assumption that the r values for saturated conditions can be applied to the entire range of pressure
heads has not yet been adequately evaluated.

2.4. Initial and Boundary Conditions

The initial condition for the soil water pressure head is given by

—
9]
(V8]

h(z,t)=h(z) 1=t 5)

0

where £, [L] is a prescribed function of z, and ¢, is the time at the start of the simulation.
One of the following boundary conditions must be specified at the soil surface (z=L) or

at the bottom of the soil profile (z=0):

h(z,t) =h,(1) a z=0 or z=L
-K 6h+ = t a z=0orz=1L
(_é? cosa) =q (1) = = (2.36)
ﬂ:o a z=o
oz

where i, [L] and ¢,,[L.T"'] are the prescribed pressure head and soil water flux at the boundary,

respectively.

21



In addition to the system-independent boundary conditions given by (2.36), we consider
two system-dependent boundary conditions which cannot be defined a priori. One of these
boundary conditions involves the soil-air interface which is exposed to atmospheric conditions.
The potential fluid flux across this interface is controlled exclusively by external conditions.
However, the actua flux depends also on the prevailing (transient) soil moisture conditions
(among other factors). The soil surface boundary condition may change from prescribed flux to
prescribed head type condition (and vice-versa). The numerical solution of (2.1) is obtained by

limiting the absolute value of the flux by the following two conditions [Neuman et al., 1974]:

| —K(_gé +cosa) |[< E, at z=1 (2.37)
4

and

h,<h<h, a z=L (2.38)

where E,, is the maximum potentia rate of infiltration or evaporation under the current
atmospheric conditions [LT'], h is the pressure head at the soil surface, and 4, and A, are,
respectively, minimum and maximum pressure heads allowed under the prevailing soil conditions
[L]. The value.for h,., is determined from the equilibrium conditions between soil water and
atmospheric water vapor, whereas 4 is usualy set equal to zero and, if positive, it represents a
small layer of water ponded at the soil surface. which can form during heavy rains before
initiation of runoff. UNSCHEM assumes when using this boundary condition that any excess
water on the soil surface above the value 4, is immediately removed. When one of the end
points of (2.37) is reached, a prescribed head boundary condition will be used to calculate the
actual surface flux. Methods of calculating £, and /1, on the basis of atmospheric data have been
discussed by Feddes et al. [ 1974].

Another option in UNSCHEM is to permit water to build up on the surface. If surface

ponding is expected to develop, a “surface reservoir” boundary condition of the type [Mls.1982]

~K(_gﬁ +cosq) =(]W0(t)—% a z=L (2.39)
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may be applied. The flux ¢,, in this equation is the net infiltration rate, i.e., the difference
between precipitation and evaporation. Equation (2.39) shows that the height /(L,¢) of the surface
water layer increases due to precipitation, and reduces because of infiltration and evaporation.

A third type of system-dependent boundary condition considered in UNSCHEM which
can be applied at the bottom of the soil profile is a seepage face through which water leaves the
saturated part of the flow domain. This type of boundary condition assumes that a zero-flux
boundary condition applies as long as the local pressure head at the bottom of the soil profile (z
= 0) is negative. However, a zero pressure head will be used as soon as the bottom of the profile
becomes saturated. This type of boundary condition often applies to finite lysimeters which are
allowed to drain under gravity.

Another system-dependent lower boundary condition may be imposed in cases where a
functional relationship between the position of the water table and drainage from the soil profile
can be established. One possible relationship of this type is discussed in Section 10.3.

2.5. Plant Yield Mode!

Calculation of plant yield is based on the assumption that crop production is directly
related to actual-evapotranspiration, ET, [L], or evapotranspiration deficit, ET,, [L] [Hanks and
Hill, 1980]. This concept was introduced by Stewart and co-workers [Stewart and Hagan, 1973,

Stewart et al., 1974; Stewart et al., 1975] whose basic equation for dry matter production is

Y ET
—=1-BET, =1-06(1-_"% 2.40
7 BET,, By( ET|,) (2.40)

where Y is actual dry matter yield [M], Y,, is maximum dry matter yield for the conditions when
ET=ET,[M], ET, is actua evapotranspiration [L], ET,, is potential seasonal evapotranspiration
[L], and B, is the Slope of the relative yield (17Y,,) versus the ET,, relation [-]. Stewart et al.
[ 1977] have shown that the value of 3, is relatively constant and varies only from about 1. to1.3.
In our model the default value of g3, is 1.0.
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3. MULTICOMPONENT SOLUTE TRANSPORT
3.1. Governing Solute Transport Equations

The partial differential equation governing one-dimensional advective-dispersive chemical

transport under transient water flow conditions in partially saturated porous medium is taken as

60 Ck ag/{ k k
wCi N k Creg p2TF 4 k=1,2,....N 3.1
a " a ‘3 [ 5z ) ‘

where ¢, is the total dissolved concentration of the aqueous species k [ML™], ¢, is the total
surface species concentration of the agueous component k [MM-‘], &, is the total solid phase
concentration of aqueous component k [MM-‘], p is the bulk density of the medium [ML"], D
is the dispersion coefficient [L*T™'], q,, is the volumetric flux [LT"'] and N, is the number of
primary aqueous species. The second and third terms on the left side of eq. (3.1) are zero for
species that do not undergo ion exchange or precipitation/dissolution. The volumetric flux g, is
calculated with Darcy’s Law

=—K(_a.}l +Ccosa) (3.2)
Oz

w

3.2. Effective Dispersion Coefficient

The effective dispersion coefficient, D, in(3.1) is given by

0,0=D,1q,|+0,D,7 (3-3)

w m W

where D,,, is the ionic or molecular diffusion coefficient in free water [L*T™"], 7, is a tortuosity
factor in the dissolved phase [-],|¢,,| is the absolute value of the Darcian fluid flux density [L

T'], and D,, is the longitudinal dispersivity [L]. The dispersion coefficient represents the
combined effect of molecular diffusion and mechanical dispersion.

The tortuosity factor is evaluated in UNSCIIEM as a function of the water content using
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the relationship of Millington and Quirk [1961]:

7/3
- ow

T (3.4)

3.3. Initial and Boundary Conditions

The solution of (3.1) requires knowledge of the initia concentration within the flow

region, i.e.,
c(z,0)=c(z) t=0 (3.5
where ¢, is a prescribed function of z [ML"]. The index k is dropped to simplify the notation.
Two types of boundary conditions (Dirichlet and Cauchy type conditions) can be specified

on both the upper and lower soil profile boundaries. First-type (or Dirichlet type) boundary

conditions prescribe the concentration:
C(Z,t):CO(Z,t) at Z:O or Z=L (36)

whereas third-type (Cauchy type) boundary conditions may be used to prescribe the concentration

flux as follows;

—GWD% +q,c=q,¢, at z=0 or z=L (3.7)
z

in which ¢, is the concentration of the fluid [ML™]. In some cases, for example when a boundary
is impermeable (¢,=0) or when water flow is directed out of the region, (3.7) reduces to a
second-type (Neumann type) boundary condition of the form:

dc

=0 at z=0 3.8
- (3.8)
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4. HEAT TRANSPORT

4.1. Governing Heat Transport Equations

Neglecting the effect of water vapor diffusion on transport, one-dimensional heat transport

can be described by a convective-dispersive equation in a conservative form as

oC (0 )T oq. T
oC 0T - OS2 ¢ T _cgT 4.1
ot 0z Y 0z Y 0z v
or in a more often used advective form [Sophocleous, 1979]:
oT o oT oT
CO)—=-[N6)="1-Cq == (4.2)
A0 ot az[ (6.) az] v oz

where N\(6,) is the coefficient of the apparent thermal conductivity of the soil [WL'K™'] and
C,(8,) and C,, are the volumetric heat capacities [JL”K"'] of the porous medium and the liquid
phase, respectively. Volumetric heat capacity is defined as the product of the bulk density and
gravimetric heat capacity. The first term on the right-hand side of (4.1) represents the heat flow
due to conduction, the second term the heat transported by the flowing water and the third term
the energy uptake by plant roots associated with root water uptake. The equation (4.2) is derived
from (4.1) by substituting the continuity equation which describes isotherma Darcian flow of

water in a variably saturated porous medium

o0 0
wo_ qw _S (43)
ot 0z

We do not consider the transfer of latent heat by vapor movement. The volumetric heat capacity
can be expressed as [de Vries, 1963]
(4.4)
Cl’(ew) = Cnen + Coou + Cwow + Cueaz ( 192 011 * 251 0(: * 418 ew) 106 (Jm h OC ‘l)

where @ is the volumetric fraction [L’L~] and subscripts #, 0, «,w represent mineral solid phase,

organic matter (solid phase), gas phase and liquid phasc, respectively.
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4.2. Apparent Thermal Conductivity Coefficient

The coefficient of the apparent thermal conductivity A(f,) combines the thermal
conductivity A\(@,) of the porous medium (solid plus water) in the absence of flow and the

macrodispersivity, which is a linear function of the velocity [de Marsily,1986]

NO,) =N0) +B8,C, g, (4.5)

where 3, is thermal dispersivity [L]. The volumetric heat capacity of the liquid phase is included
in the definition of the thermal conductivity in order to have the dimensions of the thermal
dispersivity in units of length. Thermal conductivity is described by Chung and Horton [1987]
with the equation

N(O,)=b +b6 +b0)° (4.6)

where b,, b,, and b, are empirica parameters [WL'K™].
4.3. Initial and Boundary Conditions

The solution of (4.1) requires knowledge of the initial temperature within the flow region,

T(z,0) = T(z) 1=0 (4.7)

where T} is a prescribed function of z.
Two types of boundary conditions (Dirichlet and Cauchy type conditions) can be specified
at the boundary. First-type (or Dirichlet type) boundary conditions prescribe the temperature:

T(zt)=T(f) at z=0 or z=1 (4.8)

whereas third-type (Cauchy type) boundary conditions may be used to prescribe the heat flux

as follows:
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oT _— . L
- )\E +7C q,=T,C q, at z=0 or z=1L (4.9)
in which 7, is either the temperature of the incoming fluid or the temperature at the boundary.
In some cases, for example for an impermeable boundary (¢,=0) or when water flow is directed
out of the region, (4.9) reduces to a second-type (Neumann type) boundary condition of the form:

oT _

=0 at z=0 (4.10)
0z

The atmospheric boundary condition for soil temperature is determined by a sine function
as follows [Kirkham and Powers, 1972]:

T0=T+Asin(_2ﬂ—%) (4.11)

p,
where p, is a period of time [T] necessary to complete one cycle of the sine wave (taken to be
1 day), T is the average temperature at the soil surface [K] during the period p,. and A is the
amplitude of the sine wave [K]. The second part of the sine term is included to alow for a

maximum in the daily temperature at 1 p.m.
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5. CARBON DIOXIDE TRANSPORT AND PRODUCTION

5.1. Governing CO, Transport Equations

Gas transport in the unsaturated zone is a complex physical process that includes three
general transport mechanisms [ Massmann and Farrier,1992]: Knudsen diffusion, multicomponent
molecular diffusion and viscous flow. Thorstenson and Pollock [1989] presented the equations
that describe these transport mechanisms in a multicomponent gas mixture, as well as the Stefan-
Maxwell approximation of these equations, where Knudsen diffusion and viscous flow are
neglected. The origina equations, as well as the Stefan-Maxwell approximation, are fully
coupled and generally highly nonlinear. However, Massmann and Furrier [ 1992] showed that
gas fluxes in the unsaturated zone can be simulated using the single-component transport equation
if the gas permeability of the porous media is greater than about 107'°cm?.  For these conditions
the effects of Knudsen diffusion can be neglected. They aso showed that overestimation of the
gas fluxes using the single component advection diffusion equation becomes quite large for
permeabilities of the order of 102 to 10" cm?. Since permeabilities smaller than 1 0-*> cm? occur
only for very fine grained materials or for soils close to saturation, use of the transport equation
based on Fick’s law to represent diffusive flux seems to be justified and adequate. Also, Freijer
and Leffelaar [ 1996] showed that CO, concentrations and fluxes can be described by Fick’s law
to within 5% accuracy. A detailed development of the carbon dioxide transport model and
justification of assumptions were given in Simiinek and Suarez[1993].

We assume that the CO, transport in the unsaturated zone can occur in both the liquid and
gas phases. Furthermore, we consider that the CO, concentration in the soil is governed by two
transport mechanisms [Patwardhan et al., 1988], convective transport and diffusive transport in
both gas and aqueous phases, and by CO, production and/or removal. Thus one-dimensional CO,

transport is described by the following mass balance equation:

dc, 0

- J o+
ot azz( da

«Iw

* ']('u * ']¢ w) B S'Cw * P (51)

where .J,, describes the CO, flux caused by diffusion in the gas phase [LT']. ./, the CO, flux

da
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caused by dispersion in the dissolved phase [LT'],J,, the CO, flux caused by convection in the

> ca

gas phase [LT™'], and J,,, the CO, flux caused by convection in the dissolved phase [LT']. The
term c, is the total volumetric concentration of CO, [L’L~] and P is the CO, production/sink term
[L’L>T']. The term Sc,,, represents the dissolved CO, removed from the soil by root water
uptake. This assumes that when plants take up water the dissolved CO, is aso removed from the

soil-water system. The individual terms in (5.1) can be defined [Patwardhan et al.,1988] as

dc,
da = aDu_
oz
J 6 D o,
dw = w WE (52)
qu =" qucu
ch = _qwcw

where ¢, and c,, are the volumetric concentrations of CO, in the dissolved phase and gas phase
[L’L"~], respectively, D, is the effective soil matrix diffusion coefficient of CO, in the gas phase
[L’T"], D, isthe effective soil matrix dispersion coefficient of CO, in the dissolved phase [L*T™'],
g, is the soil air flux [LT™"),q,, is the soil water flux [LT']and 6, is the volumetric air content
[L°L7).

The total CO, concentration, c¢,[L’L”], is defined as the sum of CO, in the gas and

dissolved phases

c,=cf +c 0 (5.3)

7 a’u woow
. After substituting (5.2) and (5.3) into (5.1) we obtain

o(c @ +c 0 oc dc
( a’u w w) _ a 0 D“ a + a owa W a (1 c - 5 (1 ¢ = SC ot P (54)
ot oz ¢ “ 0z Oz oz oz ‘Y gz " !

The total aqueous phase CO,,c,, is defined as the sum of CO,(aq) and H,CO,, and is
related to the CO, concentration in the gas phase by [Stumm and Morgan,1981]
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cw= KCO, R Tcu (55)

where K, is the Henry’s Law constant [MT*M'L?], R is the universal gas constant (8.314 kg
m’s?K'mol") [ML*T?K'M"'] and T is the absolute temperature [K]. The value of K., asa
function of temperature is taken from Harned and Davis [1943]. We do not consider the
interaction of dissolved CO, with the solid phase at this time. The quantity of CO, added or
removed by mineral dissolution/precipitation reactions is relatively small compared to the
production and flux values in rootzone environment. This assumption will not be suitable for
saturated water flow or at large depths.
Substituting equation (5.5) into (5.4) gives
oRc, o _ oc

; 0
=_ D _*-__qgc¢c -S*c +P 5.6
Ot oz " oz aquL “ “ (56)

where R, isthe CO, retardation factor [-], D, is the effective dispersion coefficient for the CO,
in the soil matrix [L°T™'], ¢, is the effective velocity of CO, [LT'],S" is the CO, uptake rate [T™']
associated with root water uptake and 6, is the volumetric air content [L°’L~]. These parameters
are defined as

R =6,+K.,RTO,
le = 011Da + KCO,R Te wa
ql;' = qu + KCOZR qu (57)
9(1 :p - 0"’
S*=8SK.,RT
Equation (5.6) is a nonlinear partial differential equation where, except for ¢, and ¢, all
parameters are either known or are obtained from solution of the water flow equation. The
nonlinearity of (5.6) is caused by the term P which is dependent on CO, concentration, C,. Since
we do not consider coupled water and air movement, the flux of air, cl,,, is unknown and thus it

is necessary to make some additional assumptions. One possibility is to assume that the

advection of CO, in response to the total pressure gradient is not important compared to CO,
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diffusion, and therefore to assume a stagnant gas phase and consider only diffusion transport with
the gas phase (¢,=0). Another possibility is to consider that because of the much lower viscosity
of air in comparison to water, significant gas flow can be caused by a relatively small pressure
gradient. Thus, only rarely will the gas phase not be at atmospheric pressure throughout the
unsaturated zone. Therefore, under most conditions, the compressibility of the air can be
neglected. Then, with the assumption that the air flux is zero at the lower soil boundary and that
the water volume changes in the soil profile caused by the water flow must be immediately
matched by the corresponding changes in the gas volume, we obtain the following equation
[Simiinek and Suarez, 1993]:

g.(2)=¢,(0) -q(z)+ j S(z)dz (5.8)

1in,

This latter assumption seems to be reasonable, since when water leaves the soil system due to
evaporation and root water uptake, air enters the soil at the surface and, vice versa, when water
enters the soil during precipitation and irrigation events, soil air is escaping. Only in the case of
saturation (typicaly at the soil surface) does the condition arise that air can not escape and is

compressed under the wetting front.
5.2. Effective Dispersion Coefficient

We define the dispersion coefficients, D,,, and the diffusion coefficient, D, as

73

0. ,
D 4 = DW\'TW + kW | -—q—_‘: = D\l'\‘ + xW | _(é-‘- (5'9)
W 8 9 . ! 2 0 ,
0 7i3
Du = u.\'Tu = Du.\' “7
p 2

where D,,, and D,, are the diffusion coefficients{L"T"'] of CO, in the gas and dissolved phase,

Wy

respectively, 7, and 7,, are the tortuosity factors [LL"'] in both phases, respectively. p is porosity
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[L’L~] assumed to be equal to the saturated water content 6, and \,, is the dispersivity in the
water phase [L]. The tortuosity factors 7, and 7,, include not only the tortuosity of the flow paths
but also the amount of air and liquid space available for diffusion, respectively. The tortuosity
factors in both phases are defined in a manner similar to that used by Millington and Quirk
[1961]. The first term in (5.9) represents the diffusion component and the second term the
hydrodynamic component of the dispersion coefficient. We did not consider the mechanical
dispersion in the gas phase since diffusion is the dominant process of CO, transport in this phase
unless the air velocity is very high. The diffusion coefficients D, and D, as functions of
temperature, are taken from Glinski and Stepniewski [1985].

The existing non-empirical models for CO, transport are mostly based on the assumption
that the principal transport mechanism for CO, is molecular diffusion [van Bavel, 19.5 1; de Jong
and Schappert, 1972; Solomon and Cerling, 1987] and do not consider other transport
mechanisms nor the influence of water and air flow. Suarez and Simiinek[1993] have shown that
water flow can have a significant effect on the soil CO, concentration profiles by redistributing
CO, in the direction of flow. Thus downward flow of a water containing high concentrations of
dissolved CO, increases the CO, concentrations of the gas phase in the lower horizons and
upward flow of a water depleted of CO, decreases the concentration of CO, in the lower
horizons. Diffusion in the liquid phase is usually neglected because the diffusion coefficient of
CO, in the gas phase, D,,, is about ten thousand times higher than the diffusion coefficient in the
liquid phase, D,,. Therefore the diffusion in the gas phase is dominant within almost the entire
range of water contents observed under natural conditions. However, it can be shown that near
saturation, due to the combined effect of tortuosity in both phases, the contribution of liquid
phase diffusion to the effective diffusion coefficient in the soil matrix, D,., is higher than the
contribution by gas phase diffusion. Both contributions are equal when the volumetric air

content, 6, is about 6% of the total porosity, as can be calculated from the following expression

>

derived from (5.7), (5.9) and (5.10) for stagnant soil water [Simiinek and Suarez,1993]

-1
3/10

(5.11)
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A similar expression can be derived for the minimum value of the effective diffusion coefficient.
D, only the exponent 3/10 must be replaced by 3/7. This minimum is reached when only about
2% of the total porosity is occupied by air. At this point the effective diffusion coefficient. D,
is about five orders of magnitude smaller than the maximum possible effective diffusion

coefficient for completely dry soil.

5.3. Initial and Boundary Conditions

The initial condition for the CO, concentration in the gas phase is given by

c(zt)=c,(z) t=0 (5.12)

where c,(z) is a prescribed function of z [L°L].

ai

The first-type or the third-type boundary conditions may be specified at the surface (or
at the bottom) of the soil profile

¢ (z,1) =c (1) at z=0 or z=1 (5.13)
oc c
—Dh._._.a Lt qg.c, = 4y, a z=0 or z=1 (5.14)
z

where q,, is a prescribed CO, effective total flux [LT'] and ¢, is the concentration [L°L7]
associated with this flux or prescribed at the boundary.

At the soil surface, ¢, represents the equilibrium concentration of CO, in the atmosphere
(0.035%). In this case the first-type boundary condition (5.13) allows the maximum CO, flux
into the atmosphere. It is difficult to apply the third-type boundary condition (5.14), since the
parameter ¢, includes both the soil air and soil water fluxes, which are not known a priori and
are obtained from solution of the water flow equation. Another option is to neglect the
convective fluxes and to assume that there is a stagnant boundary layer of thickness d [L] at the
soil surface through which the transport of a gas occurs by vapor diffusion only [Jury et al.,
1983,1990; Sleep and Sykes. 1989], which leads to the following equation
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a as

Dy—=+qpc,=~—(c at z=1L (5.15)

—c )
1y aim

where c,, is the concentration in the soil gas at the soil surface [L’L”] and ¢, is the
concentration at the top of the stagnant boundary layer [L’L7]. Jury et al. [1983] referred to
D, /d asthe boundary transfer coefficient [LT '] and discussed ways of estimating this coefficient.

At the bottom of the soil profile either a continuous concentration profile is assumed
_“(z,1) =0 at z=0 (5.16)
oz

or the third-type boundary condition (5.14) may be used, in which case the convective fluxes ¢,
and g, are equal to zero as discussed above. Boundary condition (5.16) implies that the
dispersive flux is equal to zero and that the flux through the boundary is only due to convection.
A discussion of the applicability of different types of boundary conditions is given by. among
others, Baehr [ 1987] and Patwardhan et al. [ 1988].

5.4. Production of Carbon Dioxide

The mechanism of production/consumption of CO, is a complex process that includes not
only biological processes, such as the production of CO, by soil microbes and plant roots. but
also chemical reactions with mineral and organic components, respiration of soil microfauna, etc.
Since processes other than the biological ones are gencrally of relatively minor importance for
CO, production in the soil, we do not include them into our present production submodel. The
production of CO, is influenced by many environmenta factors, the most important ones being
water content and temperature. The changes in CO, concentration and corresponding changes
in oxygen concentration in the soil atmosphere may affect the CO, production rate. Other
important factors affecting the CO, production are, for example, soil depth, salinity, nutrient
status of the soil, and agricultura practices, such as plowing or application of fertilizers. €tc.
Overviews of the rather large literature on the processes influencing CO, production are provided
by Singh and Gupta[ 1977] and Glinski and Stepniewski [ 1985].
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We assume that the individual CO, production processes are additive (5.17) and that it is
possible to superpose individual mechanisms which reduce production from the optimal value
(5.18) [Simiinek and Suarez,1993]. The production of CO, is then considered as the sum of the
production by the soil microorganisms, v,[L’L~T"'], and the production by plant roots, v, [L’
L T

S =y.0v, (5.17)
Y, =% 11, Y =% 117, (5.18)
11/ =A2) f(h) AT) fle,) fih,) f(1) (5.19)

where the subscript s refers to soil microorganisms and the subscript p refers to plant roots, f(z)
is the reduction coefficient dependent on depth [L™'], A7) is the reduction coefficient dependent
on temperature [-}, f{h) on the pressure head (the soil water content) [-], flc,) on the CO,
concentration [-], f{A,) on the osmotic head [-],and f{r) on time [-]. The parameters vy, and v,
represent the optimal CO, production by the soil microorganisms or plant roots for the entire soil
profile a 20°C under optimal water, solute and CO, concentration conditions [L*L~T"],
respectively [Simiinek and Suarez,1993). An expression similar to (5.19) was used by Hansen
and Aslyng [ 1984] to represent nitrogen mineralization. The definition of particular reduction
coefficients was given by Simiinek and Suarez [ 1993].

The CO, production decreases sharply with depth as a result of a decrease in root mass
and readily decomposable organic matter. Glinski and Stepniewski [ 1985] stated that over 90%
of soil respiration activity is concentrated in the humus horizon of the soil. There are many
possible expressions to relate the dependence of the production term f(z) on soil depth. One
example is an expression similar to the normalized distribution function G(z) given by van
Genuchten [ 1987] for the root water uptake. Another possibility is to use, again, the exponential
distribution with depth [Runts, 1974]
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f(z)=ae D (5.20)

where a is an empirical constant [L™']. The exponential function is multiplied by a constant a in
order to insure that the integral from the soil surface to infinite depth of the function f,(z) is equal
to unity. However, since the depth of the soil profile or the root depth is finite, the distribution
function f,(z) must always be normalized. We assume that at any time ¢ the dependence of the
CO, production by plant roots corresponds to the distribution function B(z) used for the water
uptake by plant roots (see Section 2.2).

The dependence of CO, production on water content was studied by many researchers
[Miller and Johnson, 1964; Ekpete and Cornfield, 1965; Rixon, 1968; Williams et al., 1972;
Bridge and Rixon, 1976; among others]. With respect to the water requirement of microbes,
there is a reduction in the respiration rate at low as well as at high water contents. Low
accessibility of soil water causes a reduction in CO, production at high pressure heads [Ekpete
and Cornfield, 1965; Wilson and Griffin, 1975]. The observed reduction of the respiration rate
at low pressure heads is explained by the unavailability of oxygen because of the high water
content and, therefore, its low diffusion rate through the soil. On the basis of the foregoing
discussion and in view of the experimental data of Williams et al. [ 1972] and Rixon [1968], the
CO, reduction coefficient f(h) as a function of the soil water content for soil microorganisms is
expressed as

f.(h)=1 he(h,, +o)

_ log|h|-log|h,]|
log| A, | - log| A,

f.(h) he (hy,h,) (5.21)

f(h)=0 he(-o,h,)

where h, is the pressure head when CO, production is optimal [L] and 4, is the pressure head
when production ceases [L]. Note that the pressure head reduction function is assumed to be one
close to saturation for water pressure heads higher than h, [L]. Rather than treat the oxygen
stress with a pressure head relation it seems preferable to consider a scparate response function

fle,). The dependence of the reduction term /,(/) on soil pressure head is represented by
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expressions similar to the reduction function a,,(h) described by (2.3).
The influence of temperature on chemical processesis described by the Arrhenius equation
[Stumm and Morgan, 198 1]

Ing = - £ a (5.22)
RT

where T is absolute temperature [K], E the activation energy of the reaction [ML*T*M"}and ¢
is the reaction rate constant. In our application ¢ represents the rate of CO, production. This
equation together with the Van't Hoff equation was successfully used by many authors to
represent the influence of temperature on soil and root CO, production [Carey and Berry, 1978;
Howard and Howard, 1979; Ross and Cairns, 1978]. Assuming that f{7)=1 for the temperature
7,=293. 15 K (20°C), then the temperature reduction coefficient can be expressed as

) E(T-7Q) (5.23)
AT exp[ RTT

The use of the term “reduction” coefficient with f{7) may seem inappropriate since this coefficient
is greater than 1 for temperatures above 20°C. We use the term to characterize the change in
production with-temperature, with values greater than 1 above 20 °C and less than | below 20
“C.

The dependence of CO, production on its own concentration (actually 0, deficiency) can
be expressed with the Michaelis-Menton equation [Glinski and Stepniewski, 1985]

qmax
N 28

o,

q:

where K, is the Michaelis constant [L’L™], i.e., the oxygen concentration c,,, at which the
oxygen uptake is equal to 1/2g¢,,,, and where g is oxygen uptake rate and ¢,,,. is the maximum
oxygen uptake rate [L*L~T"']. Assuming that the respiratory quotient is equal to unity, then the
Michaelis constant for the CO, concentration. A,,=0.21-K,,and ¢, = 0.21 - ¢,,, then the

reduction coefficient is given by
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¢ 0.21 -¢
f(e)—=""2 = - (5.25)
Co, * Ky 042-c,-K,

The disadvantage of this expression is that if ¢,=0 the value for f{c,) is not equal to one.
Therefore, the values of the optimal production v,, and vy, must be adjusted accordingly.

The coefficient f(t) introduces a time dependence into the production term. This
coefficient should describe the diurnal and seasonal dynamics of soil and plant respiration. We
assume that the diurnal dynamics for both soil and plant respiration is sufficiently reflected by
the temperature dependent coefficient A7) and that the seasonal dynamics of soil production of
CO, is sufficiently described by other reduction coefficients. Therefore, we use this coefficient
only for the description of the changes in CO, production caused by the different growth stage
of plants. For example, we use the same approach for annual vegetation as we used for root
growth. The coefficient f{r) can be described in the same way as coefficient g(¢) when the GDD
concept is used (2.1 1), possibly with different constants.

Finally, the actual CO, production rate, P, [L°L>T"], is obtained by integrating the CO,
production throughout the whole soil profile as follows

) /
P, = [ Pdz =y, f(b) l L@LM D) fle) fi(h) dz +
(5.26)

L

r

Y0 J;(t)[ L@ LW LD fe) f(h,) dz

5.5. Parameter Selection for the Production Model

The following discussion on the selection of the values for optimal CO, production, as
well as coefficients for particular reduction functions was given in Suarez and Siniinek [1993].
The values of different reduction coefficients as suggested below, are used as default values in
the graphics-based user interface UNSATCH (see Part B).
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5.5.1. Optimum Production at 20 °C

For summer months, Lundegard [ 1927] calculated an average soil respiration of 0.005
m’m~day’ for oats and 0.0034 for cabbage. Montecith et al. [1964] reported CO, fluxes in
England of around 0.003 m’m™day™ for bare soil, and approximately 0.005 m’m~day for soils
with different crops and with a soil temperature in the 10 to 15 °C range. Buyanovsky et al.
[1986] reported the CO, flux from the surface of soil cultivated to wheat to be from about 0.0025
m’mday’ in April to maximum values in July of 0.0095, 0.007, and 0.006 m>mday' for three
years with wheat, with the maximum flux occurring at soil temperatures in excess of 20°C. Data
presented by de Jong and Schappert [ 1972] suggest that the average respiration in the summer
is about 0.013 m’m~day', however, temperature data were not reported. VValues greater than 0.0 1
m’m~day' are also possible under conditions where microbial decomposition and root respiration
occur in a high porosity litter layer on the surface, such as in tropical soils without biomass
harvesting. We assume that the optimal production for the whole soil profile at 20°C, y¢=7y,6v 0,
isin the range from 0.006 to 0.009 m’m™day™, thus, the variation in CO, concentration as a result
of this parameter is much less than a factor of 2 for any depth, as shown in Suarez and Simiinek
[1993]. Optimal production for any given ecosystem may be even less variable if we consider
other factors such as soil nutrient status and plant type. We assume that under optimal conditions
root respiration is responsible for 40 % of the total soil respiration. This value is consistent with
Holt et al. [ 1990], who measured a value of 39%, and Kucera and Kirkham[1971], who
estimated a value of 37% from their data. In our simulations we chose an intermediate value of
0.007 m’m™day* for the optimal production, where v,;=0.0042 m’mday™' and v,,=0.0028 m’m’
‘day-’ (see Section 11).

5.5.2. Production Response to Temperature

The production coefficient response to temperature is based on the Arrhenius equation
(5.23). Carey and Berry [1978] reported a constant activation energy of 49.4 kJmol for the
respiration of corn roots between 10 and 35 °C (116 kJmol™' between 5 and 10 °C) and 53.6 kJ

mol™' for barley roots for temperatures between 5 and 35 °C. From these data we consider that
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the activation energy for root respiration can be well characterized by the value of 50 kJmol™.

A fairly wide range in activation values has been reported for soil microbial respiration.
The coefficient Q,, has often been used to represent the relative increase in respiration intensity
per 10 °C increase in temperature. A majority of the respiration studies report Q,, values between
1.5 and 3.0 although Anderson [ 1973], for example, reported Q,, values greater than 3 for aforest
soil.  We consider that measured values are often affected by limiting factors other than
temperature. Witkamp [ 1969] calculated a value of 2.5 in the temperature range of 10 to 20 °C
for leaf litter bags, in the lesf litter layer the Q,, value was dlightly greater than 3.0, whereas for
the whole soil the value was 1.5. In a study of tree and shrub leaf litter decomposition, Howard
and Howard [1979] calculated mean Q,, values ranging from 2.29 to 2.56 for various species.
From the data of Ross and Cairns [ 1978] we calculated a mean Q,, value of 2.3 1, based on
laboratory measurements from 9 grassland soils. They report that the Q,, value decreased with
increasing temperature, which is consistent with the use of the Arrhenius concept.

One of the few data sets where the water content was reported is that of Kucera and
Kirkham[1971] who reported CO, flux data as a function of temperature for different water
contents. Eliminating data where saturation or water deficiency existed at the soil surface, we
calculate a Q,, value of 2.5. For a mesophytic forest stand dominated by poplar, Edwards and
Sollins [ 1973] reported soil water content, temperature and CO, evolution. In the temperature
range of 10 to 20 °C, we calculated a Q,, value of 1.8 for data at a relatively constant water
content. Based on all measurements where water content was reported to be roughly constant,
we selected a Q,, value of 2.1, which corresponds to an activation energy of 55.5 kJ mol! for

the temperature interval of 20-30 “C.

5.5.3. Production Response to Oxygen Concentration

The production response to the CO, concentration is based on the Michaelis-Menton
equation (5.25). Soil respiration rates decrease to half of thcir maximum value when the O,
concentration decreases below 0.02 m’m™ in the soil air | Glinski and Stepniewski, 1985]. Since
we assume that the sum of the CO, and O, concentrations is constant and equal to 21% of the

soil atmosphere, we use a CO, Michaelis' constant for soil respiration, K*,, cqual to 0.19 m’m™.
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The critical oxygen concentration, below which respiration is reduced, is much higher for plant
roots than for microorganisms. Luxmoore et al. [ 1970] reported the O, Michaelis constant for
excised maize roots to be within 0.07 to 0.12 m’m?, but Armstrong and Gaynard [1976]
considered that for intact roots this constant can be much lower. In view of this consideration
we selected a value at the lower end of the interval reported by Luxmoore et al. [1970], giving
a calculated CO, Michaelis constant for plant respiration of K*,~=0.14 m’m”.

5.5.4. Production Response to Water Stress

We assume that the depth and water content reduction of CO, production by plant roots
is the same as the corresponding reduction of potential transpiration.

The soil CO, production response function to water stress is represented by (5.21). On
the basis of the experimental data presented by Williams et al. [1972], we selected the pressure
head /,=- 1 .O m for the optimal soil respiration and the pressure head #,, when production ceases,

is assigned the value -10° m.
5.5.5. Production Response to Salinity Stress

The production response function to salinity stress for both the soil and root CO,
production is described using the S-shaped function (2.3) of van Genuchten [1987]. The A,

values for specific crops can be obtained from the compilation of Mass|[1990], by calculating the
osmotic pressure at 50% relative yield.
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6. CARBONATE CHEMISTRY

When using the ion-association model (and Debye-Hiickel activity coefficient calculations)
we assume that the chemical system for predicting major ion solute chemistry of the unsaturated
zone includes 37 chemical species. We divided these species into six groups as listed in Table
6.1. Seven primary dissolved species (calcium, magnesium, sodium, potassium, sulfate, chloride,
and nitrate), 10 complex aqueous species, six possible solid phases (calcite, gypsum,
nesguehonite, hydromagnesite, sepiolite and dolomite), four surface species, seven species which
form the CO,-H,O system, and three silica species are considered. The species from the last two
groups could be generally included in other groups (i.e., CO,”,H,SiO,”, and H" could be
included in the first group). Their consideration into separate groups is mainly due to the
different treatment compared to that of the other species. For example, complex species of these
groups are considered also at high ionic strength when using the Pitzer equations to calculate
activity coefficients while the species of the second group are in that case dropped from the

system, as discussed later. One of the solid phases (dolomite) is not included into the equilibrium

Table 6.1. Chemical species considered by the model.

I | Aqueous components 7 | Ca®, Mg, Na, K',S0,%, CI', NO;

2 | Complexed species 10 | CaCOy°, CaHCO,", CaSO,°, MgCO,°, MgHCO,",
MgS0,°, NaCO,, NaHCO,°, NaSO,, KSO,

3 | Precipitated species 6 | CaCO,, CaSO, 2H,0, MgCO;- 3H,0,
Mg, (CO,),(OH)," 4H,0, Mg,51;0, 5(OH) - 3H,0,
CaMg(CO,),

4 | Sorbed species 4 | Ca,Mg, Na, K

5 | CO,-H,0 species 7 | Pegy, H,CO;', CO,'-, HCO,, ', OH-, H,0

6 | Silica species 3 |H,Si0,, H,Si0,, H,Si0,”
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system and its dissolution is always treated kinetically. Also, exclusion of calcite from the
equilibrium system is optional as its precipitation-dissolution can be treated as a kinetic process.
As aresult, we need either 36 or 3.5 independent equations to solve this system. In the following

sections we present this set of equations and in Section 9.1 we discuss the method of its solution.
6.1. Mass and Charge Balance Equations

Seven mass balance equations for the primary species in the first group and one for the

silica species in the six group of Table 6.1 are defined
Ca, = [Ca?"]+[CaSO,] + [CaCO,’] + [CaHCO,]
Mg, = [Mg?']+[MgSO,°] + [MgCO;°] + [MgHCO,']
Na, = [Na ‘] + [NaSO, ]+ [NaCO; ] + [NaHCO,"]
K, =[K 1+[KSO,] (6.1)
SO, = [SO, ] +[CaS0,’] + [MgSO,°] + [NaSO, ]+ [KSO,]
Cl,=[Cl ]

NO, =[NO/]

$i0, = [H,Si0,] + [H,Si0,] + [H,Si0, ]

where variables with subscript T represent the total analytical concentration in solution of that
particular species and where brackets refer to molalities (mol kg-'). Two mass balance equations

for the total analytical concentration of carbonate and bicarbonate are defined

CO, = [CO;] +[CaCO;’]+[MgCO;’]+[NaCO ]
(6.3)

HCO3T = [HCO; '] + [CaHCO;'] + [MgHCO;']+ [NaHCO,"]
which are used to calculate inorganic alkalinity, A/ (mol kg'):
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Alk = 2 CO, 7t HCO, o [OH "]-[H"] (6.4)

Most chemical and multicomponent transport models use the total inorganic carbon as a
conservative property [e.g., Westal et al., 1986; Liu and Narasimhan, 1989b; Yeh and Tripathi,
1991]. However, this approach can be used only for closed systems. In a soil environment with
fluctuating CO, concentrations this approach is inappropriate and use of alkalinity as a
conservative property is preferable.

In addition to the mass balance equations, the overall charge balance equation for the

solution is given as

2[Ca*] + 2 [Mg *]+[Na ]+ [K ]+ [CaHCO;]+ [MgHCO;] + [H ] - 2[CO; ] 6.5

-[HCO,]-2[SO,"]- [Cl ]-[NO;]~ [OH 7]-[NaCO;]-[NasSO,]-[KSO,] = 0

6.2. CO,-H,O System

The activities of the species present in solution at equilibrium are related by the mass-
action equations. The dissociation of water is written as follows
HO=H"+0H" K, = HHOH) (6.6)
(H,0)
where K, is the dissociation constant for water [-]. The parentheses denote ion activity, the

calculation of which will be discussed later.
The solubility of CO,(g) in water is described by Henry’'s Law

(H,CO5")

_ (6.7)
“27P . (H0)

H,CO," & CO,, + H,0

2(g)

where the activity of CO,, is expressed in terms of the partial pressure P, (a@m), K, is
Henry’s law constant and H,CO," represents both aqueous CO, and H,CO,.

Protolysis reactions of dissolved CO, are written as
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_(H ) (HCO,)
" (H,CON

H,CO;"2 H + + HCO; (6-8)

_ (COSHH
Y (HCO; )

HCO, 2H* + COJ (6.9)

where K,, and K, are the first and the second dissociation constants of carbonic acid [-],

respectively.
6.3. Complexation Reactions

Each complexation reaction for the species in the second group of Table 6.1 and for

silica species can be represented by the law of mass action:

(Ca*)(S0,) . (Ca)(CO7)  (Ca’)(HCOy)

= e X (6.10)
(CaSO,") (CaCO,% ’ (CaHCO;)
+ 2- y 1+ 2- 2+ -
g MEDEOD L MEDEOD) (Mg DHCO) gy,
(MgS0,") (MgCO;") (MgHCOy')
. 2- . 2- N -
g o (EIEOD N0 NaHBICO) g
(NaSO,) - (NaCO,) (NaHCO;")
BURIR (6.13)
(KSOy)
Ky - (H *)(H.}SiO‘{) K, - (GRS (H‘T_Si()[") (6.14)
(H,S10,) (H,S10,)
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where K; are the equilibrium constants of the ith complexed species [-].

6.4. Cation Exchange and Selectivity

Partition between the solid phase and the solution is described by the Gapon equation
[White and Zelazny, 1986]

—)J+ X+ ]/X
x-S ta) (6.15)

& ()"

where y and x are the valence of species i and j, respectively, and K is the Gapon selectivity
coefficient [-]. The adsorption concentration is expressed in (mol kg soil). It is assumed, that

the cation exchange capacity ¢, (mol kg soil) is constant and independent of pH.

¢, =%c (6.16)

In the case of exchange of four cations (Ca, 1\7Ig, Na and K) we obtain the following

system of equations.

C_',‘: _aZ++ _g2++N‘a++Iz; (617)

_ (Na”) (6.18)

N_a + (Ca 2+)1/2

2+

_Ca” (K
IZ+ (Caz*)lﬁ

15

6.5. Precipitation-Dissolution Reactions

We consider four solid phases in our model which if specified or approached from
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over-saturation must be in equilibrium with solution: gypsum, nesguehonite, hydromagnesite and
sepiolite. Precipitation-dissolution of calcite can be optionally treated with either the equilibrium
condition or by rate equations. In the latter case the equation corresponding to calcite equilibrium
presented in this section is omitted from the equilibrium system and the rate of calcite
precipitation-dissolution is calculated from the rate equation as described later. Dissolution of
dolomite, which will also be discussed later, is always considered as a kinetic process and never
included into an equilibrium system, since ordered dolomite almost never precipitates under earth
surface conditions. Discussion for the selection and consideration of these solids is given in
Suarez and Simzinek [1997]. The precipitation or dissolution of gypsum, calcite (if considered
in equilibrium system), nesquehonite, hydromagnesite and sepiolite in the presence of CO, can
be described by

CaSO,-2H,0 = Ca?* + SO’ + 2H,0 (6.19)

CaCO, + CO,(g) + H,0= Ca?" +2HCO, (6.20)
MgCO,3H,0 + CO,(g) = Ca?'+2HCO, +2H,0 (6.21)
Mg (CO,),(OH),-4H,0 + 6CO,(g) = 5 Mg '+ 10HCO, (6.22)

Mg,Si,0, (OH)3H,0 + 4.5H,0 + 4CO,(g) = 2Mg ** +3H,Si0, + 4HCO,  (6.23)

with the corresponding solubility products K, [-]

Ky =(Ca®) (SO ") (H,0) (6.24)
Ky =(Ca®)(CO;") (6.25)
Kg = (Mg ?")(CO;)(H,0)’ (6.26)
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Kgr = (Mg?")* (CO;)*(OH X(H,0)* (6.27)

¢ (Mg*")*(H,Si0,)’ (OH 7)*

Ky (6.28)
(H20)4.5

where indexes G, C,N, H, and S refer to gypsum, calcite, nesquehonite, hydromagnesite and
sepiolite, respectively.

Substituting of (6.6) through (6.9) into (6.25) through (6.28) we get the solubility products
for the carbonate solids expressed in terms of bicarbonate, which is almost always the major

carbonate ion under conditions (6<pH<10.5) for which this model is envisioned:

: Kcoz Kal P €0, (F1,0)

(Ca’)(HCO,)’ = Ky, = (6.29)
K K P.

(Mg2)(HCO, =Ky 2 1 (6.30)
K, (1,0)
6 176 6
20\5 N0 — pr H €Oy ey T COy

(Mg *7y’ (HCO;)"® = K, & (6.31)

K YKA P4 (H,0)
(Mg > (HCO, = k5 2 @ € 2 (6.32)

4 .
K, (1448104)3

Expressing the solubility products in this way decreases significantly the number of iterations
necessary to numerically reach the equilibrium conditions, in comparison to the case when using
equations (6.25) through (6.28).

The concentrations of Ca® and SO,> in cquilibrium with gypsum can be obtained by
solving the quadratic algebraic equation corresponding to (6.24) as follows. The ion activity
product for (Ca’) and (SO,>), ZAP"", in solution is given by
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[Ca¥][sO}]= __MP" (6.33)

7Ca2"ysof’( H,0 )?

where y’s are activity coefficients [-] and brackets represent molalities. To obtain equilibrium,
i.e. when the I4P¢ is equal to the solubility product K,“, a quantity of gypsum x must be added
or removed from the solution

Ky

[Ca? +x][SO, +x]= i (6.34)
7Ca2~'Ysof'( H,0)’

By solving (6.34) we get the quadratic equation

x*+Ax+B =0 (6.35)
where

A =[Ca™]+[SO,"]

Yea Yso, (H,0)*

from which we obtain the new Ca” and SO, concentrations.

The concentrations of Ca**, Mg**, and HCO; in equilibrium with the carbonate solids is
reached by solving the cubic algebraic equations corresponding to (6.29) through (6.32) as
described in Suarez and Simiinek [1997] and as demonstrated here for calcite. The ion activity

product for calcite, IAP”, in solution is given by

14P¢ Koo, K, Pro, (HO)  pype
K

3 2
YeaYico; @ Yea Yaco,

[Ca?][HCO; T’ = K, (6.37)

1

To obtain equilibrium, i.e. when the ZAP” is equal to the solubility product X,,, a quantity of

calcite x must be added or removed from the solution



Ky K,

[Ca? + x][HCO, +2x}J* = - (6.38)
Yea  Thco,
By solving (6.38) we get the resulting cubic equation
Ax?>+Bx?*+Cx+D=0 (6.39)
where
A=4
B =4[Ca®]+4[HCO; ]
C = 4 [HHCO; ][Ca®' ] +[HCO; | (6.40)

- (ZAP* - Kg) K,

2
’YCa:"Yl 1COC

6.6. Kinetic Model of Calcite Precipitation-Dissolution

The reaction rates of calcite precipitation-dissolution in the absence of inhibitors such as
“foreign ions’ and dissolved organic matter, R“ (mmol cm™s™'), were calculated with the rate

equation of Plummer et al. [ 1978]

K
R¢ =k (H") +k(H,CO;") + k,(H,0) - &, ( (Ca?")(HCO;,) (6.41)
Ky
where
K=k + — [l (H,CO," y + &, (H,0) (6.42)
(Hy)

and where k,, k,, and k, are temperature dependent first order rate constants representing the

forward reactions (mmol cm™s') and , is a function dependent on both temperature and CO,

53



concentration representing the back reactions (mmol cms™!). The dissolution-precipitation rate
RY is expressed in mmol of calcite per cm?® of surface area per second. The term (H,') isthe H"
activity at the calcite surface. It is assumed to be (H’) at calcite saturation where activities of
H,CO," and H,O at the calcite surface are equal to their bulk fluid values [Plummer et al.., 1978;
Suarez, 1985]. The temperature dependence of the constants k,, 4. k; is expressed as

logk = a1+17f (6.43)

where values of the empirical constants a, and a, are given by Pltrmmer et al. [ 1978] and in
Table 6.2. For the condition where pH>8 and pC0O,<1000 Pa, an aternative expression for the
precipitation rate is used which is considered more accurate for those conditions [/nskeep and

Bloom, 1985]
R¢=-11.82[ (Ca’")(CO;) - K] (649

with an apparent Arrhenius activation energy of 48.1 kJ mol™ for the precipitation rate constant
[/nskeep and Bloom, 1985].

The precipitation or dissolution rate of calcite is reduced by the presence of various
inhibitors. Suarez and Simiinek [ 1997] developed the following function for the reduction of the
precipitation-dissolution rates due to surface poisoning by dissolved organic carbon, based on the

experimental data of Inskeep and Bloom [ 1986]
r=exp( -b,x-b,x2-b.x"%) (6.45)

where r is the reduction constant [-], x is the dissolved organic carbon (umol ¢ and b,, b,, and
b, are regression coefficients (0.005 104, 0.000426, 0.069111, respectively).

6.7. Kinetic Model of Dolomite Dissolution

The reaction rates of dolomite dissolution. R” (mmol cm™s™'), were calculated with the rate

equation of Busenberg and Plummer [ 1982]
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Table 6.2. Temperature dependence of the kinetic constants for calcite
precipitation-dissolution [Plummer et al., 1978] and dolomite
dissolution [Busenberg and Plummer,1982].

a, a,

Calcite
k, 0.198 -444,
k, 2.84 -2177.
k, (T<298.15) -5.86 -317
k, (T>298.15) -11 -1737.
Dolomite’
k, 2.12 -1880.
k, -0.07 -1800.
ky 0.53 -2700.
k. 3.16 -2300.
k. 7.34 -3700.

~ for sedimentary dolomite

* for FeC0,<0.007

R? =k (H")"%+k(H,COy" ) + k, (H,0)" - k,(HCO;) (6.46)

where the temperature dependent first order rate constants k,, &,, &, (mmol cm™s™), representing
the forward reactions, and &, (mmol cm%"), representing the back reaction, are expressed by
(6.43) with empirical constants a, and a, given by Busenberg and Plummer[1982], and again in
Table 6.2. The dissolution rate R” is again expressed in mmol of dolomite per cm’ of surface
area per second. These rate constants are used for ion activity products /4P"<10"". At values
below 10" the rate is exceedingly small and assumed as zero [Busenberg and Plummer,1982]
in the absence of additional data.

6.8. Silica Concentration in Soil Solution

Relatively little information exists on the Si concentration in soil water. Use of
equilibrium calculations of silica solubility from the stable mineral (quartz) results in the
unrealistic prediction that solution concentrations are independent of pH up to pH 8 and then the

solubility increases due to the dissociation of silicic acid. In soil (and other near-earth surface
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environments) Si concentrations are not fixed by quartz solubility but rather by dissolution (and
possibly precipitation) of aluminosilicates including poorly crystallized phases and Si adsorption-
desorption onto oxides and aluminosilicates. As a result of these reactions Si concentrations in
soil solution follow a U shaped curve with pH, similar to Al oxide solubility with a Si minimum
around pH 7.5 [Suarez,1977a]. Suarez [1977a] developed a simple relation between silica

content in the soil solution and the soil pH:
SiO4T =d, +d,pH +d, pH’ (6.47)

where empirical constants d,, d,, and d, are equal to 6340, 1430, and 81.9, respectively, and
SiO,; is the sum of all silica species expressed in mol ¢"'. We utilize this expression and the
dissociation expressions for K, and K|, (eg. (6.14)) only to obtain estimates of H,SiO, from total
Si0O,. As a result we do not express sepiolite reactions in terms of H,SiO, and H,SiO,* and do
not include these species in the charge balance expressions. Only the species H,SiO, is used by

the program.
6.9. Activity Coefficients
6.9.1. Extended Dehye-Hiickel Expression

The activity coefficients are formally defined as [Stokes, 1979]:

m.
a=x, __’0 (6.48)
m
where g, is the activity [-], m, is the molality (mol kg-*), m’ is the unit molality (i.e., 1 mol kg-*)
and v, is the activity coefficient of the ith ion [-]. For the calculation of the activity coefficient
in the dilute to moderately saline solution range the extended version of the Debye-Hiickel

equation can be used [Truesdell and Jones, 1974]

Iny = -_Af_’ﬁ_ +hl (6.49)
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1°%) are constants depending only on the dielectric

where A (kg*’mol®®) and B (kg"’cm'mo
constant, density, and temperature. z is the ionic charge in protonic units, a (cm) and b (kg mol™)

are two adjustable parameters, and | is the ionic strength (mol kg-*):
A
= O.SZ z,.2 c, (6.50)
i=1

where A4 is the number of speciesin the solution mixture. The adjustable parameters a and b for
individual species are given by Truesdell and Jones [1974] and Suarez and Simiinek[1997]
(Table 6.3). The activities of neutral species are calculated as

Iny=a’l (651)

where a’ is an empirical parameter. The values of this parameter for neutral species are listed
in Suarez and Siminek [1997] and in Table 6.3.

Table 6.3. lonic charge and adjustable parameters for calculation of extended Debye-Hiickel
activity coefficients.

Species z; a' b a
Ca*" 2 5.0 0.165

Mg* 2 55 0.20

Na 1 4.0 0.075

K" 1 3.5 0.015

SO» 2 5.0 -0.04

Co,> 2 5.4 0.

HCO; 1 54 0.

CaHCO,* ! 6.0 0.

MgHCO," 1 4.0 0.

H" 1 9.0 0.

OH" 1 3.5 0.

H,Si0, 1 5.4 0.

H,Si0,> 2 4.0 0.

CaCo,° 0 -05
CaSO,’ 0 -0.45;
MgCO,° 0 063
MgSO,° 0 -05
H,SiO, 0 -0.5

" Truesdell and Jones [ 1974]
*Reardon and Langmuir [ 1976]
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If the extended Debye-Htickel theory is used to calculate activity coefficients then activity
of water is calculated in the same way as in the program WATEQ [Truesdell und Jones. 1974]
by the approximate relation

Al

(H,0)=1- 0.017; m, (6.52)

6.9.2. Pitzer Expressions

At high ionic strength activity coefficients are no longer universal functions of ionic
strength, but are dependent on the relative concentration of the various ions present in solution
[Felmy and Weare,1986]. The activity coefficients can then be expressed in a virial-type

expansion of the form [Pitzer,1979]
/

|ny, = ]nryfw + E Bl_j(l)mj + E Z Ci/km,mk + ... (653)
J 1ok

where v " is a modified Debye-Hiickel activity coefficient which is a universal function of ionic
strength, B, and C;;, are specific coefficients for each interaction. The coefficients in (6.53) have

the following form for cations, anions and neutral species [Felmy and Weare,1986]
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N, N,

ln’YAI = ZA%IF * Z ma(thlzt + ZC/\Iu) + E mc(2§\lc + Z mu l’b/\lcu) *

a=1 c=1 a=1

N‘,—l N,

l AVH
Z a u ua lzﬂll Z m muCul + Z mn(z)\tﬂw) E Z ml u nuM
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where subscripts M, X, Nand ¢, a, n refer to cations, anions and neutral species, respectively, and

172
Fe-go| ! _2.ln(1 LI 4
1+ b]”’

where

N 1 ‘ N 1 A’
+EmeB +ZZmL,mC,<I>,+Zme »
c=1 a=1 c=1 ¢/=¢+1 a=1 a’'=a+i (655)
C1/\¢[\'
/WX AN~ > 110
212,z

Z=Ylz|m,

and where A4° is one third of the Debye-Hiickel limiting slope and equal to 0.39 at 25°C. The

second virial coefficients B, are given by the following ionic strength dependence [Pitzer,1973]
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The functions g and g’ are defined by

g(x)=2 (I-(1+x)e )

x2

) (6.57)
(1 —(1+x+%>e'x>

g =-2
x2

with x = o,/°? or = o,/*’. When either cation A4 or anion X is univalent o, = 2. For 2-2 or
higher valence pairs «; = 1.4. For al electrolytes «,=12,5=1.2. The dimensions of «, and «,
are kg mol®°. The second viria coefficients, ®, which depend upon ionic strength, are in the

form [Pitzer,1973].
=0, +0,(D+10; (1)
& =0,+0;(]) (6.58)

& =0, (1)

The functions 6,(J) and 6!.,."“ (1) are functions only of ionic strength and the electrolyte pair type.
The second and third virial coefficients, A,,, and £,,,, representing the interactions between
ions and neutral species are assumed constant. The third virial coefficients, C*,,. and ¥, are also
assumed to be independent of ionic strength. The subroutines for calculation of the Pitzer activity
coefficients were adopted from the code GMIN [Felmy,1990].
This model is considered accurate even for solutions with very high ionic strength (up to

20 mol kg-') and can be used down to infinite dilution. Explicit definition of complex species
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(e.9. NaSO,’, NaHCO,") for this type of model is generally not required [Harvie et al., 1984].
However, ion complex species which exhibit strong attractive interactions (e.g. HCO;") must still
be taken into account. Therefore when the virial-type expressions are used to calculate ion
activities, the complex species from the second group in Table 6.1 are not included into the
equilibrium chemical system and equations (6.10) through (6.13) are not used. The complexed
species in group five and six are considered even when using the Pitzer expressions. Note that
when the ion complex species from the second group in Table 6.1 are not considered, then the
apparent ionic strength 7 increases significantly, since the complexes have lower charge than the
original components.

If the Pitzer theory is used, then the activity of water is obtained from the expression
[Felrny and Weare,1986]

14
In(HO)= -
(H,0) 1000

‘z": m] 5 (6.59)

where W is the molecular weight of water and ¢ is the osmotic coefficient (see Felmy and Weare
[1986] for the definition and method of calculation and Section 6.11).

6.10. Temperature Dependence

Most of the thermodynamic equilibrium constants are dependent on the temperature and
pressure of the system. The temperature dependence of the thermodynamic equilibrium constants

is often expressed as a power function of the absolute. temperature

a a
logK =a, + _Tz. +a,T +a,logT + _: (6.60)

where T is the absolute temperature [K], and a, through «s are empirical constants. The pressure
dependence can be neglected for near earth surface conditions (such as soils). The empirical
constants for the temperature dependent thermodynamic constants used in the calculations are
listed in Suarez and Siminek [ 19973 and in Table 6.4. The temperature dependence of the

equilibrium constants for which the constants of equation (6.60) do not exist is expressed with
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the enthalpy of reaction and the Van't Hoff expression [Truesdell and Jones, 1974] (Table 6.5).

Table 6.4. Parameters for calculation of thermodynamic constants as a function of temperature.
Constant a, a, a, a, as Reference
log K CO, 108.3865 -6919.53 0.01985076 -40.45154  669395.  Plummer and Busenberg[1982]
log K,, H,CO, -356.3094 21834.37 -0.0609 1964 126.8339 -1684915. Plummer and Busenberg[1982]
log K, H,CO, -107.8871 5151.79 -0.03252849 38.92561  -563713.9 Plummer and Busenberg[1982]
log K CaCO,° 1228.732 -35512.75 0.299444 -485.818 0. Plummer and Busenberg [1982]
log K CaSO,° -1.24 0. - 0.0036 0. 0. Bell and George [1953]
log K CaHCO,;"  -1209.120 34765.05 -0.3 1294 478.782 0. Plummer and Busenberg[1982]
log K MgCO,° 21.39 - 3265. -0.04467 0. 0. Reardon and Langmuir {1974]
log K MgSO,° 0.95 0. -0.011 0. 0. Jacobson [1973]
log K MgHCO," 76.344 -11132.0 -0.1338 0. 0. Reardon [1974]
log A -1.15083 93.642 0.001830 0. 0. Robinson and Stokes [1965]
log B -0.76645  30.7702  0.0006058 0. 0. Robinson and Stokes [1965]
log K, 6.0875 4470.99 0.01705 0. 0. Stumm and Morgan [1981]
log K Calcite -171.9065 2839.319  -0.077993 71.595 0. Plummer and Busenberg [1982]

Table 6.5. Values for equilibrium and precipitation-dissolution
reaction constants and AH [Truesdell und Jones. 1974].

Complex K AH’,
(289.15°K) 1] mol ™
NaCO; 0.053958 -37337.1
NaSO, 0.1995 -4692.8
NaHCO,’ 0.5623
KSO, 0.14125 -9427.5
H,Si0, 1.17490e-10 37436.65
H,Si0,* 2.40436e-22 124501.7
Gypsum 251189¢-5 1131.3
Hydromagnesite 1.72982¢-37 -106928.8
Nesquehonite 2.39332e-6 -28366. 1
Sepiolite 3.13762¢-38
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6.11. Osmotic Coefficient

We use the semiempirical equation of Pitzer [1973] and co-workers to calculate the

osmotic coefficient ¢:

32 N,
Yom(6-1)=2(- Allz,uz Eme,,wm zc,) +
c=1 a=

N -1 N,

SR T @ Emg X5 mm @D e 660

=1 ¢'=c+l a=1 a=1 a’=a+1 c=1

N, N,
R AT Y m
- n a II(I (5 Il(,

n=1 a=1 n=1 c¢=

The variables used in (6.61) were previously defined in Section 6.9.2.
6.12. Osmotic Pressure Head

The osmotic pressure of electrolyte solutions, P, (Pa). is related to the osmotic coefficient
¢ and molality as follows [Stokes, 1979]

m?°

P,=R rMvme (6.62)
V
where V, is the partial molar volume of the solvent (cm’mol ™), m" is unit molality (1 mol kg-),
and M, is molar weight (mol"). The osmotic pressure head. h, [L], is related to the osmotic

pressure by

ho- Lo (6.63)
* pg

where p is the density of water [ML>] and g is the gravitational constant [L*T'].
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6.13. System Summary

As discussed in section 6 we need either 36 or 35 independent equations to solve the
equilibrium system depending on whether calcite precipitation-dissolution is considered as a fast
(instantaneous equilibrium) or slow (rate-controlled) process. Seven primary agueous species of
the first group of Table 6.1 are replaced by the mass balance equations (6.1). The analytical
concentrations of the first six species are obtained from the solution of the solute transport
equation and the analytical concentration of the last component is obtained from the charge
balance equation (6.5). The complex species of the second group are replaced by ten equations
(6.10) through (6.13). As discussed in section 6.9.2, this group is not used for solutions of high
ionic strength when virial-type expressions are used to calculate the ion activities. Mineral phases
from the third group are replaced by equation (6.24) and (6.29) through (6.32), and surface
species from the fourth group by four equations (6.17) and (6.18). The CO, partial pressure is
obtained from the carbon dioxide transport submodel and the activity of water is calculated by
equation (6.52) or (6.59), depending on the method used to calculate activity coefficients. The
last five species from the sixth group are replaced by equations (6.6) through (6.9) and the
defining equation for akalinity (6.4), which is also obtained from the solution of the transport
equation. Mass. balance for the silica species (6.2) and two equations (6.14) replace the silica
species from the six group. The total amount of silica species in the soil solution is given by

(6.47). The whole system of equations is now mathematically closed.
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7. NUMERICAL SOLUTION OF THE WATER FLOW EQUATION

7.1. Space and Time Discretization

The soil profile is first discretized into N-I adjoining elements, with the ends of the
elements located at the nodal points, and N being the number of nodes. The same spatial
discretization is used for water flow, solute transport and heat movement. UNSCHEM assumes
that the vertical coordinate z is directed positive upward.

A mass-lumped linear finite elements scheme was used for discretization of the mixed
form of the Richards' equation (2.1). Since the mass-lumped scheme results in an equivalent and
somewhat standard finite difference scheme, we omit the detailed finite element development and

give immediately the invoked final finite difference scheme [Simiinek et al., 1997):

0;j+],k+| _0;/ ) 1 K/”.k hi/:ll,kﬂ _h;j*],/ul KjH,k hij#lvlul _ h’./._*ll'kq +
—_— i+1/2 : - Nan
At Az Az, Az,
(7.1)
jHlk _ gtk
Kin = Kln _ S,"
Az
where
At="" -t/
_ Zin TEin . .
Az= T Az; =z,,7Z AZ,._| =z -Z) (72)
A J+lk i1k etk
K/"ll/vzk =Ki’+1 + K’I K/*]/:,k: K,'/ + K,_/_|
i+ 2 i-1/2 —2
in which subscripts i, i, and i+l indicate the position in the finite difference mesh; superscripts

k and k+| denote the previous and current iteration levels, respectively; and superscripts j and j+1
represent the previous and current time levels, respectively. Equation (7.1) is based on a fully
implicit discretization of the time derivative, and will be solved with a Picard iterative solution

scheme. Notice aso that the sink term, S, is evaluated at the previous time level. The mass-
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conservative method proposed by Celia et al. [1990], in which ¢'*"' is expanded in a truncated
Taylor series with respect to h about the expansion point #*'# is used in the time difference
scheme of (7.1) (note that subscript w is dropped in discretized equations):
J+1Lk+1 .Y J+lk+] _ J+lk J+Lk _pn/t
6; 0; h; h; 6 6, (7.3)

i i i+ 1,k i i i
- =C;1 +

At At At

where C represents the nodal value of the soil water capacity [L“]:

|j+],k
ok 99, (7.4)
’ dh

This method has been shown to provide excellent results in terms of minimizing the mass balance
error. Notice that the second term on the right hand size of (7.3) is known prior to the current
iteration. The first term on the right hand side of (7.3) should vanish at the end of the iteration
process if the numerical solution converges. The derivation leads to the following matrix

equation with matrix [P, ] and vectors {h} and {F,,,}
[Pw]/'+l,/( {h }j*l,/ul — {FW} (75)

where the symmetrical tridiagonal matrix [P,] in (7.5) has the form:

d e 0 0
e d, e 0 0
0 e, d3 e, 0 0
[P, = (7.6)
0 0 e,, dy, e vo O
0 0 ey, Oy ey
0 0 ey dy
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where the diagonal entries d; and above-diagonal entries ¢, of the matrix [P,], and the entries f;

of vector {F,}, are given by

K A Lk gk ik gk

d’_ i+Z C_i/*l.k . Ay . i i-1 (77)

At 2Az, 2Az,

41k j* Lk
o KR (7.8)
’ 2Az,

JrLk J Jrlk f+1.k

f- _Zi_ZC/wl,khij*l‘k _ 0, . -0, . K7, ;KH B S,"Az (7.9)
t !

The tridiagonal matrix [P,] is symmetric and therefore the below-diagonal entries are equal to
the above-diagonal entries. The entries d,, e, f,, and ¢,., dy, f, are dependent upon the

prescribed boundary conditions.

7.2. Treatment of Pressure Head Boundary Conditions

If afirst-type (Dirichlet) boundary condition is specified at the top or bottom of the soil
profile, then the terms d, or d, are equal to unity, e, or e, reduce to zero, and f, or f,, are equal
to the prescribed pressure head, h,. Some additional rearrangement of the matrix [P,] is dso
necessary to preserve its symmetry. The appropriate entries in the second or (N-1)st equations
containing the prescribe boundary pressure head /, in the left-hand side matrix must then be
incorporated into the known vector on the right-hand side of the global matrix equation. When

done properly, this rearrangement will restore symmetry in [P,,,].

7.3. Treatment of Flux Boundary Conditions

If the third-type (Neumann) boundary condition at the bottom of the profile is specified,

than the individua entries are obtained by discretization of Darcy’s law, i.e.,
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g --k9" _k (7.10)

such that d,and f,in[P,] atain the values

j+1,k i+1.k
K"+ K
1 =
2Az

(7.12)

1

Jelk Lk
Kok (7.12)

_ J+1
/ 2

0

where ¢, is the prescribed boundary flux [LT'] and where ¢, is described by (7.8). A similar
discretization of Darcy’s law is also possible to incorporate the flux boundary condition at the
top of the soil profile. This approach, however, can quickly lead to relatively unstable solutions
when the boundary fluxes at the soil surface vary greatly with time (variable irrigation or rainfall

rates). A more stable and mass-conservative solution results when the mass balance equation

a0,  9q, _g (7.13)
ot Oz

instead of Darcy’'s law is discretized. Discretization of (7.13) gives

J+lk+1 J J+1 1k
Oy -0y N 2(qy -~ dqvn

= - SAf (7.14)
At Az

N-1

Expanding the time derivative on the left hand side of (7.14) asin (7.3), and using the discretized

form of Darcy’s law for gq,.,, leads to

oLk J+1k
d, - Az, C)<'/+l,k . Ky "+ Ky (7.15)
2At 2Az,,
g Ax’\/—l j+ 1.k g j+lk 0)(/*“\‘ - 0/(’ K)C”‘k-*— K/(’i)ll\ Ax\ur il 7.16
= ——Cwhy - B -— 8y - g (7.16)
2At At 2
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where g, is the prescribed soil surface boundary flux. Implementation of a third-type boundary

condition always preserves symmetry of the matrix [P,].

7.4. Numerical Solution Strategy

7.4.1. lterative Process

Because of the nonlinear nature of (7.5), an iterative process must be used to obtain
solutions of the global matrix equation at each new time step. For each iteration a system of
linearized algebraic equations is first derived from (7.5) which, after incorporation of the
boundary conditions, is solved using Gaussian elimination. The Gaussian elimination process
takes advantage of the tridiagonal and symmetric features of the coefficient matrix in (7.5). After
solving (7.5) the first time, the coefficients in (7.5) are re-evaluated using the first solution, and
the new equations are again solved. The iterative process continues until a satisfactory degree
of convergence is obtained, i.e., until at all nodes in the saturated (or unsaturated) region the
absolute change in pressure head (or water content) between two successive iterations becomes
less than some small value determined by the imposed absolute pressure head (or water content)
tolerance. The first estimate (at zero iteration) of the unknown pressure heads at each time step

is obtained by extrapolation from the pressure head values at the previous two time levels.

7.4.2. Time Control

Three different time discretizations are introduced in UNSCHEM: (1) time discretizations
associated with the numerical solution, (2) time discretizations associated with the implementation
of boundary conditions, and (3) time discretizations which provide printed output of the
simulation results (e.g., nodal values of dependent variables, water, CO, and solute mass balance
components, and other information about the flow regime).

Discretizations 2 and 3 are mutually independent; they generally involve variable time
steps as described in the input data tile. Discrctization 1 starts with a prescribed initial time

increment. At. This time increment is automatically adjusted at each time level according to the
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following rules [Mis, 1982; Siminek et al., 1992]:
a. Discretization 1 must coincide with time values resulting from time discretizations 2
and 3.
b. Time increments cannot become less than a preselected minimum time step, At,,,,. nor

exceed a maximum time step, At,,,, (i.e., At ,, , <At<AL,,,,,)-

c. If, during a particular time step, the number of iterations necessary to reach
convergence is <3, the time increment for the next time step is increased by
multiplying At by a predetermined constant >1 (usually between 1.1 and 1.5). If the
number of iterations is 27, At for the next time level is multiplied by a constant <1
(usualy between 0.3 and 0.9).

d. If, during a particular time step. the number of iterations at any time level becomes
greater than a prescribed maximum (usually between 10 and 50), the iterative process
for that time level is terminated. The time step is subsequently reset to A#/3, and the

iterative process restarted.

7.4.3. Atmospheric Boundary Conditions and Seepage Faces

Atmospheric boundaries are smulated by applying either prescribed head or prescribed
flux boundary conditions depending upon whether equation (2.37) or (2.38) is satisfied [Neuman,
1974]. If (2.38) is not satisfied, boundary node n becomes a prescribed head boundary. If, at
any point in time during the computations, the calculated flux exceeds the specified potential flux
in (2.37), the node will be assigned a flux equal to the potential value and treated again as a
prescribed flux boundary. -

If a seepage face is considered as the lower boundary condition and if during each
iteration the lower part of the soil profile is saturated then the last node is treated as a prescribed
pressure head boundary with #=0. However, if this node is unsaturated then a prescribed flux
boundary with g, =0 is imposed at the lower boundary.
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7.4.4. Water Balance Computations

The UNSCHEM code performs water balance computations at prescribed times for severa
preselected subregions of the flow domain. The water balance information for each subregion
consists of the actual volume of water, V, in that subregion, and the rate, O[LT"], of inflow or

outflow to or from the subregion. These variables V' and O are evaluated in UNSCHEM by

means of
y-y g *20"*‘ (7.17)
and
0= Vie A‘ t Vo (7.18)

respectively, where 6, and 6,,, are water contents evaluated at the corner nodes of element e, Az,
is the size of the element, and V,,.,, and V', are volumes of water in the subregion computed at
the current and previous time levels, respectively. The summation in (7.17) is taken over al
elements within the subregion.

The absolute error in the mass balance is calculated as

! ]

ef‘lv = VI - VO + I) Ywadt B [ (quO - qu)dt (719)

where V, and ¥, are the volumes of water in the flow domain, Eq. (7.17), evaluated at time ¢ and
zero, respectively. The third term on the right-hand side of (7.19) represents the cumulative root
water uptake amount, while the fourth term gives the net cumulative flux through both
boundaries.

The accuracy of the numerical solution is evaluated by the relative error, ¢€," [%]. in the

water mass balance as follows:
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max

where V' and V) are the volumes of water in element ¢ at times ¢ and zero, respectively. Note
that UNSCHEM does not relate the absolute error to the volume of water in the flow domain,
but instead to the maximum value of two quantities. The first quantity represents the sum of the
absolute changes in water content over all elements, whereas the second quantity is the sum of
the absolute values of all fluxes in and out of the flow domain.

7.4.5. Computation of Nodal Fluxes

Components of the Darcian flux are computed at each time level during the simulation
only when the water flow and solute (or CO, or heat) transport equations are solved
simultaneously. When the flow equation alone is solved, the flux components are calculated only
at selected print times. The z-components of the nodal fluxes are computed for each node n

according to
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7.4.6. Water Uptake by Plant Roots

UNSCHEM considers the root zone to consist of al nodes, », for which the potential root
water uptake distribution, b (see Section 2.2), is greater than zero. The root water extraction rate
is assumed to vary linearly over each element. The values of actual root extraction rate S, in
(7.1) are evaluated with (2.2). UNSCHEM calculates the total rate of transpiration using the
equation

Si + Si*]
7,-% a2 (7.22)

in which the summation takes place over all elements within the root zone, and where S;and S,

are the root water uptake rates evaluated at the corner nodes of element e.

7.4.7. Evaluation of the Soil Hydraulic Proper